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Abstract 

 
In this paper, we propose a new algorithm for solving ordinary differential equations. We show the superiority 
of this algorithm by applying the new method for some famous ODEs. Theoretical considerations are discussed. 

The first He’s polynomials have used to reach the exact solution of these problems. This method which has 

good stability and accuracy properties is useful in deal with linear and nonlinear system of ordinary differential 
equations. 
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1. INTRODUCTION 

        Differential equations have wide applications in various engineering and science 

disciplines. In general, modeling of the variation of a physical quantity, such as 

temperature, pressure, displacement, velocity, stress, strain, current, voltage, or 

concentration of a pollutant, with the change of time or location, or both would result in 

differential equations. Similarly, studying the variation of some physical quantities on 

other physical quantities would also lead to ordinary differential equations. Many famous 

mathematicians have studied differential equations and contributed to the field, including 

Newton, Leibniz, the Bernoulli family, Riccati, Lane, Emden, Clairaut, Euler and 

Lagrange. The various powerful numerical and analytic methods such as perturbation 

methods, Nayfeh (2011), Rand et al. (1987), He (1999), Ganji (2006), Abbasbandy 

(2006), Yıldırım et al. (2009), Shakeri et al. (2008), Aminikhah (2010) and Aminikhah et 

al. (2009), Adomian decomposition method, Bildik et al. (2006), Biazar et al. (2004), 

Babolian et al. (2004) and Pamuk (2005), homotopy analysis method, Liao (2004), 

Abbasbandy (2006) and Jafari et al. (2012) and differential transform method, Odibat et 

al. (2008), Ertürk et al. (2008) and Ayaz (2004) have been developed for solving them.  

        There are some methods to obtain approximate and analytical solutions of this kind 

of equations. The purpose of this article is to extend the new iterative method with a 

reliable algorithm for solving the general linear and nonlinear ordinary differential 

equations. This algorithm is based on perturbation technique and Laplace transform. 

Several examples, including some well known problems, will present to show the ability 

of the new method. 

http://mail11.guilan.ac.ir/Session/2938-PlfGBQTaOmPhBFq1fdnv/MessagePart/INBOX/835-02-B/NEW1/NHPM/en/Isaac_Newton
http://mail11.guilan.ac.ir/Session/2938-PlfGBQTaOmPhBFq1fdnv/MessagePart/INBOX/835-02-B/NEW1/NHPM/en/Gottfried_Leibniz
http://mail11.guilan.ac.ir/Session/2938-PlfGBQTaOmPhBFq1fdnv/MessagePart/INBOX/835-02-B/NEW1/NHPM/en/Bernoulli_family
http://mail11.guilan.ac.ir/Session/2938-PlfGBQTaOmPhBFq1fdnv/MessagePart/INBOX/835-02-B/NEW1/NHPM/en/Riccati
http://mail11.guilan.ac.ir/Session/2938-PlfGBQTaOmPhBFq1fdnv/MessagePart/INBOX/835-02-B/NEW1/NHPM/en/Alexis_Claude_Clairaut
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2. ANALYSIS OF THE METHOD 

        In this section, we illustrate basic idea of the proposed approach. Consider the 

following nonlinear equation: 

( ) ( ) ( )L u N u f t                                                                                             (1) 

with the following initial conditions 

( 1)

0 1 1(0) , (0) , , (0)n

nu u u  


                                                             (2) 

where L  is a linear, N  is a nonlinear operator and ( )f t  is a known analytical 

function. 

By the homotopy technique, we construct a following equation 

0 0( ) { ( ) ( )} 0,L v u p N v u f t                                                                   (3) 

where [0,1]p  is an embedding parameter, 
0

0

( )n n

n

u Q t




  and 0 1 2, , ,    

are unknown coefficients and 0 1 2( ), ( ), ( ),Q t Q t Q t  are specific functions depending 

on the problem. 

It is assumed that the unknown function ( )v t  can be expressed by an infinite series, 

0

,n

n

n

v p v




  and nonlinear term ( )N v  can be decomposed into an infinite series of 

polynomials given by  

0 1

0

( ) ( , ,..., )n n

n

N v H v v v




                                                                              (4) 

where 0 1( , ,..., )n nH v v v  are called He’s polynomials and proposed by Ghorbani 

(2009), and are defined by  

0 1

0 0

1
( , ,..., ) ( ) , 0,1,2,...

!

n n
k

n n kn
k p

d
H v v v N p v n

n dp  

 
  

 
                          (5) 

Obviously, when 1p  , from (3) we have original equation (1).  

Now let us write the equation (3) in the following form 

0 1

0 0 0

( ) ( ) ( , ,..., ) ( ) ( )n n n n n n

n n n

L v Q t p H v v v Q t f t 
  

  

 
    

 
                 (6) 

where 
( )( ) .nL v v  
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By applying Laplace transform on both sides of (6), we have 

1 2 ( 1)

0 1

0 0 0

{ } (0) (0) (0)

( ) ( , ,..., ) ( ) ( )

n n n n

n n n n n n

n n n

s v s v s v v

Q t p H v v v Q t f t 

  

  

  

    

  
    

  
  

L

L
          (7) 

or 

1 1 2 ( 1)

0

0 1

0 0 0

1
( (0) (0) (0))

1
( ) ( ( , ,..., ) ( ) ( ))

n n n n

n n
n

n n n n n nn
n n n

p v s v s v v
s

Q t p H v v v Q t f t
s

 


   



  

  


   



 
    

 



  

L

L
         (8) 

Suppose that the initial approximation has the form 

( 1)

0 1 1(0) , (0) , , (0)n

nv v v  


    and comparing coefficients of terms with 

identical powers of p , leads to 

 

 

 

1

0 0 1 12
0

1

1 0 0

0

1

2 1 0 1

1

3 2 0 1 2

1

1 0 1 2

1 1 1 1
( ) ( ) ,

1
( ) ( ) ( ) ( ) ,

1
( ) ( , ) ,

1
( ) ( , , ) ,

1
( ) ( , , , ,

n n nn n
n

n nn
n

n

n

m m mn

v x Q t
s s s s

v x H v Q t f t
s

v x H v v
s

v x H v v v
s

v x H v v v v
s

   























 
     

 

  
     

  

 
  

 

 
  

 

 





L L

L L

L L

L L

L L 1) ,

 
 
 

                 (9) 

Now, let us determine 0 1 2, , ,...    so that 1 0v  , then from (9) we have 

2 3 ... 0v v   . Setting 1p  , results in the solution of equation (3) as the 

following: 

 

0

1

0 1 12
0

( ) ( )

1 1 1 1
( ) .n n nn n

n

u t v t

Q t
s s s s
   










 
     

 
L L
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Therefore, in this method, only the first He polynomial is calculated, and does not need to 

solve the differential equation in each iteration. Also we applied just two iterations. 

 

3. ILLUSTRATIVE EXAMPLES 

        In this section, we apply the new method for solution of some ordinary differential 

equations of Lane-Emden, Ricatti and Euler-Lagrange type. 

 

EXAMPLE 1. In general, the Lane-Emden type equations proposed by Shawagfeh 

(1993), are formulated as 

1( ) ( ) ( )u u f t g u h t
t


                                                                                (10) 

with initial conditions 

(0) , (0) .u A u B   

where ,A  and B  are real constants and 1( )f t , ( )g y  and ( )h t  are some given 

functions. For 1( ) 1,f t  ( ) 0,h t  ( ) mg u u , 1A   and 0B  , equation (10) is 

the standard Lane-Emden equation that we used to model the thermal behavior of a 

spherical cloud of gas acting under the mutual attraction of its molecules and subject to 

the classical laws of thermodynamics  

2
0, 0mu u u t

t
                                                                                         (11) 

Subject to the initial conditions 

(0) 1, (0) 0.u u    

where 0m   is constant. Substituting 0,1m   and 5m   into equation (11) leads to 

the exact solution  

2

1
2 2

( ) 1 ,
3!

sin( )
( ) ,

( ) 1 ,
3

t
u t

t
u t

t

t
u t



 



 
  
 

 

respectively. 



JAMSI, 10 (2014), No. 1 23 

 

 

 

To solve standard Lane-Emden equation (11), by the new method we construct the 

following equation 

0 0

2
( ) ( ) 0m

n n n n

n n

v Q t p Q t v v
t

 
 

 

 
      

 
                                         (12) 

where 
2

( ) , ( ) , 0mL v v N v v v f
t

      and 
0 0 0 0

2
( ) .mH v v v

t
   

By applying Laplace transform on both sides of (12), we have 

0 0

2
( ) ( ) 0m

n n n n

n n

v Q t p Q t v v
t

 
 

 

  
       

  
 L  

Using the differential property of Laplace transform we have 

 2

0

0

{ } (0) (0) ( )

2
( )

n n

n

m

n n

n

s v sv v Q t

p Q t v v
t













  

 
   

 





L L

L
 

or  

 2
0

2
0

1
{ } (0) (0) ( )

1 2
( )

n n

n

m

n n

n

v sv v Q t
s

p Q t v v
s t













 
   

 

 
   

 





L L

L

                                                (13) 

where 0 1 2, , ,    are unknown coefficients, ( ) n

nQ t t  are specific functions 

depending on the problem, (0) 1, (0) 0v v    and 

0

.n

n

n

v p v




  

By applying inverse Laplace transform on both sides of (13), we have 

 1

2
0 0

1

2
0

1
( )

1 2
( )

n

n n n

n n

m

n n

n

p v s Q t
s

p Q t v v
s t





 


 






  
   

  

  
    

  

 



L L

L L

                                       (14) 

According to (9) and (14), we have 
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 1

0 2
0

2 3 4 5

0 1 2 3

1

1 0 02 2
0

1 1
( ) ( )

1 1 1 1
1

2 6 12 20

1 2 2
( ) ( ) .

n n

n

m

n n

n

v t Q t
s s

t t t t

v t Q t v v
s t t



   













 
  

 

     

  
     

  





L L

L

 

Case 1: Assume that 0m  , if we set 1( ) 0v t   then we have 

2 3 4 5 6

0 1 2 3 4

1 3 1 5 3 7
0.

2 2 3 36 40 150
t t t t t    

 
        
 

 

This implies that  

0 1 2 3

1
, 0.

3
          

Therefore, the exact solution is recognized easily  

2

0

1
( ) ( ) 1 .

3!
u t v t t    

Case 2: Assume that 1m  , if we set 1( ) 0v t   then we have 

2 3 4

0 1 0 2

5 6

1 3 2 4

1 3 1 1 5

2 2 3 24 36

1 3 1 7
0.

120 40 360 150

t t t

t t

   

   

   
       
   

   
        
   

 

This implies that  

0 2 4

2 1

1 1 1
, , , ,

3 10 168

0, 0,1, .k k

  

 

    

 

 

Therefore, the exact solution is recognized easily  

2 4 6

0

2 4 6

1 1 1
( ) ( ) 1

6 120 5040

1 1 1
1

3! 5! 7!

sin( )
.

u t v t t t t

t t t

t

t

     

    


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Case 3: Assume that 5m  , if we set 1( ) 0v t   then we have 

2 3 4

0 1 0 2

5 2 6

1 3 0 2 4

7

0 1 3 5

1 3 1 5 5

2 2 3 24 36

1 3 1 1 7

24 40 12 72 150

5 1 2
0.

126 168 63

t t t

t t

t

   

    

   

   
       
   

   
       
   

 
     
 

 

This implies that  

0 2 4

2 1

1 1 75
, , , ,

3 2 216

0, 0,1, .k k

  

 

    

 

 

Therefore, the exact solution is recognized easily  

2 4 6

0

2 3
2 2 2

1
2 2

1 1 5
( ) ( ) 1

6 24 432

1 3 1 3 5

1 2 2 2 2 2
1

2 3 2! 3 3! 3

1 .
3

u t v t t t t

t t t

t


     

      
                          

     

 
  
 

 

 

EXAMPLE 2. Consider the following Euler-Lagrange equation of order two, with 

the initial conditions 

2

2 2

2 2 1
3 ,

1
(0) , (0) 1.

2

u u u t t
t t t

u u

     

 

                                                                         (15) 

To solve equation (15), by the new method we construct the following equation 

2

2 2
0 0

2 2 1
( ) ( ) 3n n n n

n n

v Q t p Q t v v t t
t t t

 
 

 

 
        

 
                       (16) 
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where 
2

2 2

2 2 1
( ) , ( ) , 3L v v N v v v f t t

t t t
         and 

0 0 0 02

2 2
( ) .H v v v

t t
    

Using the differential property of Laplace transform we have 

 2

0

2

2 2
0

{ } (0) (0) ( )

2 2 1
( ) 3

n n

n

n n

n

s v sv v Q t

p Q t v v t t
t t t













  

 
      

 





L L

L
                                         (17) 

where 0 1 2, , ,    are unknown coefficients, ( ) n

nQ t t  are specific functions 

depending on the problem, 
1

(0) , (0) 1
2

v v    and 

0

.n

n

n

v p v




  

By applying inverse Laplace transform on both sides of (17), we have 

 1

2
0 0

1 2

2 2 2
0

1 1
1 ( )

2

1 2 2 1
( ) 3

n

n n n

n n

n n

n

p v s Q t
s

p Q t v v t t
s t t t





 


 






  
    

  

  
       

  

 



L L

L L

                (18) 

According to (18), we have 

 1

0 2 2
0

2 3 4 5

0 1 2 3

1 2

1 0 02 2 2
0

1 1 1
( ) ( )

2

1 1 1 1 1
,

2 2 6 12 20

1 2 2 1
( ) ( ) 3 .

n n

n

n n

n

v t Q t
s s s

t t t t t

v t Q t v v t t
s t t t



   













 
   

 

      

  
        

  





L L

L

 

Now assume that 1( ) 0v t  , then we have 

  2

0 0 1

2 3 4

1 0 2 2 0 1 3

2 5

3 1 0 2 4

1
1

2

1 1 1 1 1 1

3 3 3 6 4 4

1 1 2 1
0.

10 20 15 5

t t

t t

t

  

      

    

 
   

 

   
        
   

 
      
 
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This implies that  

1 2 3 49, 2, 0.         

Therefore, the exact solution is recognized easily  

2 3 40
0

1 3 1
( ) ( ) .

2 2 2 6
u t v t t t t t


       

where 0  is arbitrary. 

 

EXAMPLE 3. Consider the following Riccati equation of order two, with the initial 

conditions 

22 1,

(0) 1.

u u u

u

   


                                                                                                (19) 

The exact solution of above equation is 

1 2 1
1 2 tanh 2 log

2 2 1
u t

  
        

                                                        (20) 

The Taylor expansion of ( )u t  about 0t  gives 

2 3 4 5 6 7 81 1 7 7 53 71
( ) .

3 3 15 45 315 315
u t t t t t t t t t           

To solve equation (19), by the new method we construct the following equation 

2

0 0

( ) ( ) 2 1n n n n

n n

v Q t p Q t v v 
 

 

 
      

 
                                           (21) 

where 
2( ) , ( ) 2 , 1L v v N v v v f      and 

2

0 0 0 0( ) 2 .H v v v   

Using the differential property of Laplace transform we have 

  2

0 0

{ } (0) ( ) ( ) 2 1n n n n

n n

s v v Q t p Q t v v 
 

 

 
      

 
 L L L                (22) 

where 0 1 2, , ,    are unknown coefficients, ( ) n

nQ t t  are specific functions 

depending on the problem, (0) 1v   and 

0

.n

n

n

v p v




  

By applying inverse Laplace transform on both sides of (22), we have 
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 1

0 0

1 2

0

1
1 ( )

1
( ) 2 1

n

n n n

n n

n n

n

p v Q t
s

p Q t v v
s





 


 






  
   

  

  
     

  

 



L L

L L

                                      (23) 

According to (23), we have 

 1

0

0

2 3 4

0 1 2 3

1 2

1 0 0

0

1 1
( ) ( )

1 1 1
,

2 3 4

1
( ) ( ) 2 1 .

n n

n

n n

n

v t Q t
s s

t t t t

v t Q t v v
s



   













 
  

 

    

  
      

  





L L

L

 

Now assume that 1( ) 0v t  , then we have 

3 4

1 2

5 6 7 8 9

3 4 5 5 7

1 1 1 1

2 18 12 24

3 1 5 3 7
0,

100 45 294 224 648

t t

t t t t t

 

    

   
     

   

      

 

equating the coefficients of , 3,4,mt m   to zero, then we have 

0 1 2 3 4 5

4 7 14
1, 2, 1, , , , .

3 3 15
               

Therefore, the solution of the Riccati equation will be obtained as follows 

2 3 4 5 6 7

0

1 1 7 7 53
( ) ( )

3 3 15 45 315

1 2 1
1 2 tanh 2 log

2 2 1

u t v t t t t t t t t

t

        

  
        

 

which is an exact solution. 
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4. CONCLUSION 

In this paper, we proposed the new algorithm to solve ODEs. The numerical solutions are 

compared with the exact solutions in three examples. The results show that this iterative 

scheme provides excellent approximations to the solution of this nonlinear equation with 

high accuracy by applying just two iterations. 
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