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Abstract

This study aims to explore the possibility of improving human-robot interaction (HRI)
by exploiting natural language resources and using natural language processing (NLP)
methods. The theoretical basis of the study rests on the claim that effective and efficient
human robot interaction requires linguistic and ontological agreement. A further claim is
that the required ontology is implicitly present in the lexical and grammatical structure of
natural language. The paper offers some NLP techniques to uncover (fragments of) the
ontology hidden in natural language and to generate semantic representations of natural
language sentences using that ontology. The paper also presents the implementation de-
tails of an NLP module capable of parsing English and Turkish along with an overview
of the architecture of a robotic interface that makes use of this module for expressing the

spatial motions of objects observed by a robot.

1 Introduction

Autonomous mobile robots can come into phys-
ical proximity with other autonomous robots, peo-
ple, and objects and can negotiate in a dynamic en-
vironment. At the same time, having learnt about
themselves and their world they make decisions to
take actions [1]. Since autonomous mobile robots
operate in the physical world, they must adjust their
decisions sensibly and safely to account for their
abilities and the challenges in the environment [2].
Therefore, the robots built for interacting with other
robots and people need to be designed accordingly.

This paper argues that effective HRI can be
achieved through natural language communication
and presents the details of an HRI system developed
to this effect. Efficient communication requires a
certain degree of agreement at two levels: the level

of language and that of ontology. First of all, the
participants of a communication act must use either
the same language or languages that are translat-
able to each other. Secondly, even though the par-
ticipants use the same language, they also have to
agree about their perspective of reality. If we are
not solipsist in our philosophical stance towards re-
ality, we should somehow admit that we live in the
same reality. However, this does not mean that we
perceive and conceive this reality in the same way.
Such differences may simply arise out of differing
perceptions and/or conceptualizations of the same
piece of reality. Gruber refers to ‘a specification
of a conceptualization’ as an ‘ontology’ [3]. Hence,
in Gruber’s terms, efficient communication requires
ontological agreement. In fact, ontological engi-
neers approach the matter in Gruberian spirit in a
similar way, as the following quote reflects from the
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website owlseek.com reflects:

We can never know reality in its purest form;
we can only interpret it through our senses and ex-
periences. Therefore, everyone has their own per-
spective of reality. An ontology is a formal specifi-
cation of a perspective. If two people agree to use
the same ontology when communicating, then there
should be no ambiguity in the communication.

A further claim of the paper is that an ontology
inheres in the lexical and grammatical structure of
natural language. The paper offers some NLP tech-
niques to uncover (fragments of) the ontology hid-
den in natural language and to generate semantic
representations of natural language sentences using
that ontology. The paper also presents an NLP mod-
ule along with a robotic interface that makes use of
this module for expressing the spatial motions of
objects observed by a robot.

Following this section, the paper is organized
as follows. Section 2 presents a review of the cur-
rent trends in human robot interaction. Section 3 ex-
plains the design and implementation details of the
NLP module developed for effective HRI. Section
4 is a discussion of how to derive an ontology from
natural language. Section 5 offers an overview of
the architecture of the proposed NLP-based robotic
interface. Open research issues are discussed in
Section 6. Section 7 concludes the paper.

2 Related Work

HCI has been around for a long time. On the
other hand, HRI is a much recent topic. Brown et
al. in [4] propose a cognitive robot to study the res-
olution of ambiguity in HRI. Yanco and Drury in
[5] propose a taxonomy for classifying HRI. Ac-
cording to [5], the categories of the taxonomy are
task type, task criticality, robot morphology, ratio
of people to robots, composition of robot teams, the
level of shared interaction among teams, interaction
role, type of human-robot physical proximity, de-
cision support for operators, time/space taxonomy,
and autonomy level.

Most HRI applications have been focused on
teleoperation, service robots, robot hosting, and
physical HRI. Yanco et al. in [6] describe robot sys-
tems designed for urban search and rescue (USAR)
and report the results of usability tests conducted

to compare the interfaces developed for HRI. In the
work in [7], Casper and Murphy report an analy-
sis which was performed on the data collected dur-
ing the The World Trade Center (WTC) rescue re-
sponse. In [8], the details of COGNIRON project,
a European Union project to develop a social robot
companion, are given. Tellex and Roy in [9] pro-
pose a speech-controlled wheelchair which under-
stands high-level natural language commands. A
robot penguin with engagement capabilities is in-
troduced in [10]. In [11] Khatib ef al. describe
physical HRI which involves physical (such as hap-
tic, force and neural) interactions between humans
and robots.

Semantic knowledge in robotics can be char-
acterized by the need for an explicit representa-
tion of knowledge inside the robot and the need
for grounding the symbols used in this representa-
tion in real physical objects, parameters, and events
[12]. Since semantic knowledge reduces the pos-
sibility to reuse knowledge, to reason on it, or to
share it with robots, devices, or humans, it is found
in many socially-intelligent robots [13]. It not only
improves the performances of autonomous robots,
but is also an effective approach in HRI, especially
when the presence of humans is fundamental. It
can be applied to several applications. A natu-
ral language interface with a knowledge base con-
taining spatial information to describe static situa-
tions and actions for mobile robots is proposed in
[14]. The use of spatial relations to ease human-
robot communication is investigated in [15]. Krui-
jff et al. in [16] propose a multi-layered conceptual
spatial mapping to provide a common ground for
human-robot dialogues. In [17] Hasanuzzaman et
al. define a knowledge-based management system
for person-centric gesture interpretation. An unsu-
pervised learning method used to identify and build
an object ontology without using explicit symbolic
representations is proposed in [18].

Our study differs from the related semantically
oriented approaches in that it focuses on the ontol-
ogy inherent in natural language and places special
emphasis on the use of NLP techniques to uncover
that ontology and thereby to semantically process
natural language sentences.
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3 An NLP Module for Parsing En-
glish and Turkish

Part of effectiveness of HRI rests on the use of
natural languages as a communication means. This
will at least remove from human operators the bur-
den of thinking and acting within the limitations of
an artificial language. The HRI system is equipped
with a natural language processing (NLP) module
that is capable of parsing English and Turkish. Sta-
tistical and rule-based approaches to parsing are
two main strategies employed in NLP. The HRI sys-
tem has recourse to the C&C tools to parse inputs
from English. The C&C tools contain an NLP sys-
tem capable of extracting a grammar of a language
from a corpus using statistical learning algorithms
and certain syntactic and semantic formalisms [19].
It is a fact that the statistical modelling of language
has led to high levels of robustness and efficiency
in NLP systems and thereby made large-scale lan-
guage processing a possibility [20], [21]. However,
as a sufficiently large and appropriately annotated
corpus is not available for Turkish, the HRI system
handles inputs from this language using rule-based
mechanisms.

The NLP system coming with the C&C tools
is built around a Combinatorial Categorial Gram-
mar (CCG) parser [22]. The grammar of English
used by the parser is extracted from CCGbank, a
CCG version of the Penn Treebank [23]. Another
component of the C&C tools, namely Boxer, is
responsible for the semantic interpretation of En-
glish. Boxer takes CCG derivations output by the
C&C parser and generates semantic representations
as box-like structures of Discourse Representation
Theory, DRT [24], which are known as Discourse
Representation Structures (DRSs). A DRS has two
critical components:

— a set of discourse referents representing entities
which are under discussion; and

— aset of DRS conditions representing information
about discourse referents.

Default DRS outputs are in Prolog format, with dis-
course referents represented as Prolog variables and
DRS conditions as Prolog’s compound terms. Fig. 1
shows a DRS output produced by Boxer for the sen-
tence But Mr. Barnum called that a worst-case sce-
nario:

|28 =l %2 %3

|

| named (20, barnum, per)
| named (x0,mr, ttl)

| thing(x1)

| worst-case (x2)

| scenario (x2)

| ieall {x3)

| but (x3)

| event (x3)

| agent (%3, 20)

| patient (x3,x1)

| theme (x3, x2)

|

Figure 1. A DRS output by Boxer

DRSs can be thought of as partial representa-
tions of the speaker and hearer’s (shared) interpre-
tation of a discourse as it unfolds over time. They
are partial because, as cognitive linguists empha-
size, the interpretation of an utterance is not fully
determined by its linguistic form:

A cognitive approach to meaning construction
holds that the interpretation of language is inte-
grative, elaborative and inherently conceptual in
nature. On this view, interpretation, which is to
say meaning construction, is not simply the result
of compositionally adding linguistic items. Rather
utterances- lexical items and the syntactic config-
urations in which they occur - provide only mini-
mal prompts for meaning construction. Language
vastly underdetermines the rich interpretations nor-
mally assigned to even simple, de-contextualized
sentences; sentential interpretation results from the
integration and elaboration of these minimal lin-
guistic cues at the conceptual level [25].

4 Uncovering Fragments of Ontol-
ogy Inherent

The ontologies that the discourse participants
use are crucial sources of conceptual content of ut-
terances that they interpret and the extent to which
they understand and/or agree with each other cru-
cially depends on the agreement of their ontologies.
The question to ask now is how to get to an ontology
for an HRI system. Our answer is that any natural
language can be the place where an ontology can be
uncovered.
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As it is pointed out in [26], “[t]he relation be-
tween ontologies and language is currently at the
forefront of natural language processing (NLP)”
and “[o]ntologies, as widely used models in seman-
tic technologies, have much in common with the
lexicon.” (p.i) In fact, formalizing the lexicon of a
natural language will result in a general-purpose on-
tology, more or less shared by the speakers of that
language. Kilicaslan and Guner in [27] propose to
develop such an ontology using Wordnet, which can
be considered to be a lexicon of the English lan-
guage. They have developed a concept lattice gen-
erator that automatically transforms Wordnet to an
ontology. Below is a lattice-based fragment of that
ontology:

Kilicaslan and Guner formalize their ontology
using Formal Concept Analysis (FCA). FCA is a
mathematical theory of concepts and concept hier-
archies [28], where a concept is a pair consisting of
a set of objects, which is the ‘extent’, and a set of
attributes, which is the ‘intent’, such that:

— the extent consists of all objects that share the
given attributes and

— the intent consists of all attributes shared by the
given objects.

A formal ontology derived by FCA is a concept
hierarchy where the set of all concepts is ordered
by a subconcept-superconcept relation, which is a
particular order relation denoted by <. If (O1,A1)
and (O2,A2) are concepts, the former is said to be a
subconcept of the latter, i.e. (O1,A1) < (02,A2) if:

01 C0O2 = Al D A2.

A set ordered in this way is called a concept lat-
tice. A concept lattice can be drawn as a diagram in
which concepts are represented by nodes intercon-
nected by lines going down from superconcepts to
subconcepts, as shown in Fig. 3.

Even though ontology in philosophy may pre-
suppose some kind of uniqueness, as philosophical
ontology should cover all of the world as the the-
ory of existence, the term ‘ontology’ is used in a
more limited and practical sense in computer sci-
ence. As Takeda and Nishida point out in [29],
various types of ontologies can be constructed de-
pending on the application in which they are used.

There are two types of ontologies employed by our
HRI system: domain-specific ontologies and the-
matic ontologies. For each application domain, a
specific ontology is developed in FCA so that the
objects and attributes peculiar to the application can
appear in the shared ontology. For example, the fol-
lowing concept lattice will be derived for a context
where the objects are John (j), Fido (f) and Tweety
(t) and the attributes are animate, smart, two-legged
and furry, as shown in Fig. 4.

Thematic relations are semantic correlates of
grammatical relations encoded by case morphology
or syntactic position. When scrutinizing the content
side of this correlation, our point of departure has
been the theory of semantic structures developed by
Jackendoff in [30]. In his theory:

meaning, like phonological structure, is orga-
nized into independent but interacting tiers, each
of which contributes a different class of conceptual
distinctions to meaning as a whole. (p. 2)

Thematic (conceptual) roles are the main build-
ing blocks of these tiers. This study is concerned
with two of the tiers: the thematic tier dealing with
motion and location and the action tier dealing with
Actor-Patient relations. The focus of the study is on
the thematic tier. Therefore, only that tier will be
analysed and the action tier will be left unanalysed
in what follows.

Our re-formalization of Jackendoff’s theory is
based on FCA. Both tiers are structured as concept
lattices where the attributes are certain relevant the-
matic roles and the objects are entities playing these
roles in a given situation. Below is the set of the-
matic roles that constitute the thematic tier:

{Location, Source, Goal, Path}

We argue that a thematic tier has a mathematical
structure that is richer than that of a flat set of the-
matic roles. A flat set is a set that contains atoms
(i.e. non-sets) as elements. Thus, the set above,
which we call the locative roles, should be consid-
ered only as an abstraction over the structure of the
tier. If we look at the definitions of the thematic
roles in the set, we can see that they are organized
in a lattice hierarchy.

Location: the position where an entity is.

Source:The position from which an entity moves.
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amount

: /| production
| 3-D space || publication | pron:tuﬂ magnitude | | sound property |

[<113779244 fvolumej>| i <1 msmnaz {bookyolume)> | :’ >‘

| <113??9032.{vulume}>| \ <105099389 {bulk,mass volume}:»
| <106413666, {(yoluma)> | | <104890220, {volume loudness,intensity}> |

Figure 2. A fragment of a lattice-based ontology derived from Wordnet

< animate

{animat, m pimate, furry -

Figure 3. A domain-specific ontology
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Goal:The position to which an entity moves.
Path:The trajectory along which an entity moves.

Consider now a situation where a child walked
from a living room to a kitchen through a hallway in
a house. The house, the living room, the kitchen and
the hallway played respectively the roles Location,
Source, Goal and Path in this situation. But, the liv-
ing room, the hallway and the kitchen need also be
considered as bearing the thematic role Location,
as each was a place where the child was at a dif-
ferent time interval of the situation. Moreover, the
hallway functioned as the goal to which the child
moved at the beginning of the situation and as the
source from which the child came out at the end.
All these facts can be captured by means of the lat-
tice in Fig. 4, where the house, the living room, the
kitchen and the hallway are referred to as h, r, k, and
w, respectively.

In some cases an object might bear both a loca-
tive role and a role of the action tier. Consider a
situation where a girl hits a boy with a ball. The
ball bears the role Theme. It moves from the girl
to the boy. In this respect, the girl and the boy play
the roles Source and Goal, respectively. However,
the girl and the boy are also role-players in the the-
matic tier: they are Actor and Patient, respectively.
Ignoring the internal structure of the action tier, we
can represent such multi-role cases in Fig. 5 (where
g and b denote the girl and the boy, respectively).
This example illustrates a case where the thematic
and action tiers interact, with an object coming into
contact with another after moving through space.

5 An Overview of the Robotic In-
terface

An overview of the proposed semantic-driven
system architecture is shown in Fig. 6. In the
proposed system, visual feedback provides inputs
to the system. Then, visual feedback is pro-
cessed through a semantic-driven subsystem com-
plemented by the NLP module explained in Section
3. Finally, commands are sent to a task manage-
ment subsystem through a dialogue screen and a
robot controller performs appropriate steps such as
driving the robot forward, stopping the robot, and
moving its arm. The overall flow of the visual feed-
back subsystem is shown in Fig. 7 and the flow of

the object tracking function is shown in Fig. 8. In
the visual feedback subsystem we focused on the
object tracking function since object tracking is the
main part of most visually driven systems.

The abovementioned steps are performed to
track an object in the application. The implementa-
tion of the proposed architecture has been realized
using the Robot Operating System (ROS) [31] on
Ubuntu and deployed on the prototype robot shown
in Fig. 9. Fig. 10 shows an image obtained by the
robot’s camera. Whenever an object which is in
front of the robot’s camera moves, the application
writes a appropriate message on the console. Yet,
we need to integrate the console of dialog man-
agement subsystem into the ROS-based robot con-
troller shown in Fig. 10. They are currently inde-
pendent applications except for the message han-
dling functions supported by ROS.

6 Open Research Directions

Current version of the application uses refer-
ence points in video frames based on local coordi-
nate axes so when the application is deployed to real
robots, it may provide inaccurate results. Therefore,
the positions of objects in a video frame can be pro-
cessed by comparing with the positions of the same
objects in the previous video frame.

In multi-robot systems, the decision given by
an initiating robot can be improved by the decision
of other robots. For instance, due to the lack ex-
plained above, when robot A says “robot B moved
up or moved to (x2,y2) from (x1,y1)”, robot B can
inform robot A that it did not move at all. There-
fore, a multi-master decision making schema can
be used to improve the decision making process de-
scribed in this study.

Due to the implementation related constraints
and the design considerations, the following design
issues were left as future research directions:

— a statistical evaluation to indicate a 95% confi-
dence level for the given decisions,

— measuring how well the multi-robot system
learns the tasks assigned to it by human oper-
ators,

— varying the parameters in the system to measure
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{ Location }

.ocation, Goal }

{r,w . w}

Figure 4. An example of the thematic tier

~ Location

—~Location, So ocation, Goal -

Figure 5. The point of connection between the two tiers.
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Figure 9. The prototype robot
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Figure 10. An image obtained by the robot’s camera
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the impact of the parameters on the accuracy of
the system,

— introducing vision system recognition errors to
simulate real world conditions,

— introducing audio system recognition errors and
background noises to measure the efficiency of
the system in a real world environment.

7 Conclusion

Efficient communication is the key requirement
of coordination and task allocation strategies in
multi-robot systems. When using technologies to
enable communication in multi-robot systems, data
must be represented in an appropriate and common
form.

This study argues that linguistic and ontological
agreement is necessary to improve the HRI abilities
of visually-driven robots. A vision-based architec-
ture backed by an NLP-based subsystem improves
both the HRI abilities of a robot and coordination
efficiency of a multi-robot system. Both the linguis-
tic and ontological capabilities of such systems can
be acquired using NLP techniques.
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