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ABSTRACT:

Damage detection in concrete gravity dams usingddiiHuang Method, as one of the most common sigreadessing techniques,
is studied in this research. After considering pidgl geometry for dams, damage is modelled bydaaton in the modulus of
elasticity in the dam’s body (in three levels ofrdaye) and in different areas of the structure. & is excited by a horizontal
earthquake and the primary natural frequencieshefdam are calculated by applying Hilbert-Huang Hddt to the measured
response, which is the acceleration of five pointshe system. Based on the changes in the freqeeerudi the damaged and
undamaged structure, a parameter, called relatdepiéncy error, has been introduced. The resultw shat the proposed criterion
used in this study can not only properly identifie liocation of damage but also predict the seveffitihe structural damage in

concrete gravity dams accurately.

1. INTRODUCTION

Concrete gravity dams are valuable sources for eacimtry
and any failure in them can cause economic probkemdsloss
of life. The probability of failure during the omgion of a
structure has a variety of reasons, including latkexact
compliance of regulations at the time of structudasign,
disregarding the correct principles in constructidack of
proper maintenance, passage of time and abnorradinigs,
such as earthquakes and wind. If partial damagesstoucture
cannot be detected in time, they can cause a deaéuae in
the structure. In this situation, according to ttiegree of
importance of the structure, it is required tha¢ #ssential
information on the situation of structural healthdadamage
severity be acquired in order to safeguard anchgthen the
structure as soon as possible (Kyang, 2005).

In the area of structural health monitoring, fadlus defined as
changes in the physical parameters of the modet ©uthe
relationship between physical
properties of the model, it seems that damagesdeatetected
from changes in the dynamic parameters which ardemental
concepts for vibration-based methods. In additidamage
detection is defined as all methods and technitpeietect the
presence and position of damage, which can indibatdailure
rates (Doebling et al.,, 1998). In this context, Bythas
classified the methods of damage detection into dategories,
including determining the existence of damage i structure,

specifying the coordinates of the location of daeag
highlighting the severity of damage to the strugtunembers
and estimating the remaining life of serviceabilifiRytter,
1993). For detection of damage in structures,dible, one can
use direct observation, but there are often linoitet which
force the use of tests on these structures. Tletedre divided
into two categories: destructive and non-destrect®bviously,
the second category is more acceptable due tkafatamage
(Chang et al., 2003). For example, by inserting seemsors on
a bridge (without causing damage to the structuaej
recording the structural response using signal gusiog
techniques (such as Wavelet Method) under ambiénation,
the presence or absence of damage can be reaRielafd,
2010).

Numerous researches using non-destructive techsiiglile
signal processing methods, have been studied sddarthe
investigated structures mainly consist of simpleucitral
elements, such as frames, beams, and trusses, afjmhmuch

parameters and dymamieasier governing equations compared to the damsar&ptly,

the cause of less attention to this issue can perded as
complexity in modelling and analysis and considgrithe
interaction among different bodies, as well ashigh degree of
freedom of the dams in comparison with other stmest
(Chopra, 2014).
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In this section, a brief review is conducted in #tadies of
damage detection in concrete gravity dams. Clearyalet
presented a non-mesh method for modelling of thweadg in
gravity dams under earthquake loading. The proposethod

widely used for monitoring the damage assessmebridfes,
even though they have some limitations, such dfidremcy at
the time of static loading tests, lack of an imragglireview of
the structure and the high volumes of measured(@&tandi et

was called SPHand was implemented on the Koyna Damal., 2006). Dynamic methods, which enjoy more aggpion

under severe harmonic ground excitation. The resoftthis
method involve the formation and distribution oacks, which
shows a good agreement between the Finite Elemetihdd
and experimental results. Moreover, they found thia¢
amplitude and frequency of excitation extremelyeetffthe
pattern of failure (Cleary, 2013). Alembagheri anda@&mian
studied the damage assessment of a concrete arch(tbe
Morrow Point Dam) through nonlinear IBAwhich includes
the dam-foundation interaction. The conducted sinttpduces

than the static ones in this area, are based oiatioar of
vibrational characteristics. These methods are cbase the
principle that damage causes changes in the dyranoperties

of a structure. It should be noted that dynamichoes$ can be
divided into two categories: methods based on modal
parameters and those based on signals.

2.1 MethodsBased on Modal Parameters

two damage indices based on Maximum Crest DisplasemeIn these methods, changes in the measured modahpters,

(Dlu) and Damage Energy Dissipation épIThey showed that
the proposed damage indices can properly asseskmthage of
the dam (Alembagheri et al., 2013). Bukenya etrah review

article investigated the researches on the heatthitoring of

concrete dams, which includes the static and dynémihavior

of dams. Familiarizing the enthusiasts with théntegues used
in this field is the main objective of this papEurthermore, as
a part of this article, the areas of possible fitwork on the
health monitoring of concrete dams is discussed €Byé& et al.,
2014) Chen and Zhang also studied the initiatioratks in

the crest of concrete arch dams’ galleries using HEmnite

Element Method. They found that the weight of tlanchas a
greater impact on the stresses of the arch créste @alleries
in high concrete dams (Chen et al., 2014). Finallgan be

pointed to the work done by Aldemir et al. who igtigated the
dynamic response of the Melen Dam using a 1:7%goaldel.

They studied the crack propagation, sliding displacensant

stability of dams and showed that there is a gogréeanent
between experimental and analytical results (Aldeati al.,

2015).

With an overview of the investigations, which haeen done
on damage detection of dams, it appears that ikeadack of
usage of signal processing method in this fielde main aim of
this study is to use Hilbert-Huang Method, as oféhe most
common techniques in signal processing, in ordgaréalict the
location and severity of probable damages in cdacgeavity
dams without causing damage to the structure usieg
information from the sensors installed on dams. fEsponse of
the structure is assumed as the output acceleratifive points
in the height of the damin addition, two damage indices are
proposed based on the difference between the hétegaency
of the healthy and damaged structures.

2. DAMAGE DETECTION METHODS

As it was previously mentioned, structural damagéection
methods are generally divided into two categordestructive
and non-destructive. Obviously, in order to prevsintictural
damage, the usage of non-destructive methods fisrpbde. On
the whole, non-destructive methods are divided imw classes
of static and dynamic. Static methods are basedeasurement
of displacement, strain of structures under statels and the
use of updated Finite Element models. These metlaods

1 Smoothed Particle Hydrodynamics
2 Incremental Dynamic Analysis

such as frequencies, modal damping ratio and mbdgees (or
their derivatives), are considered as signs of gkaim the
physical (dynamic) properties such as mass, stffnand
damping. Changes in the natural frequencies are mfiche
earlier studies in order to detect structural dasviaghe field of
dynamic methods. In a study by Salawu, a detaistiew on
this class of methods was implemented (Salawu, 1997

Generally, these kinds of studies involve two geheategories,
including direct and inverse problems. The direethnd can
only detect the presence or absence of damagejnbttie
inverse method, in addition to detecting the pakfibof
failure, there is also the possibility of determigithe location
and severity of damage. Although the response efthucture
contains information other than natural frequencstructural
damage detection using natural frequencies is redhien
investigation of mode shapes and modal damping gi@sia,
1992). Several studies have evaluated the effedbwhtime on
damage detection. Another category of researclasgedon the
changes in mode shapes of the structure. For egarifpAC®
and COMAC are included in this category to compare the
similarity of mode shapes before and after damagethis
context, Fox shows that a common single-value@rmoih (such
as MAC), which is used to compare mode shapes, Haw a
sensitivity to damage (Fox, 1992). It should beedothat in
order to create more sensitive measured paramatstead of
using mode shapes, their derivatives can be usedaioate the
changes in the vibrational behavior of the struegur

In this regard, Pandey, using the Finite Elementeh®f a
beam, shows that change in the curvature of modpeshis an
appropriate parameter for damage detection (Paredesl.,
1991). There are also various other methods, timeegs of
which are presented as: change in modal strainggnafthe
structural elements (Stubbs et al.,, 1992 and Alvatdal.,
2006), measurement of dynamic flexibility (Patjawt al.,
2005), comparison of frequency response functicferb and
after damage (Heylen, 1996) and using Atrtificiatelligence
methods, such as Neural System, Fuzzy Logic, AN&hH
Genetic Algorithm (Doebling et al., 1998; Chang kt 999;
Jeyasehar et al., 2006; Heylen et al., 1996; Zhal.e2014 and
Ruotolo et al., 1997).

3 Modal Assurance Criterion
4 Co-ordinate Modal Assurance Criterion
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2.2 Signal Processing M ethods

The purpose of signal processing methods is evaluatf the
features which are gained directly from the timetdiies or
corresponding spectra. In these methods,
processing tools, the hidden features in the sigrakextracted.
In most cases in civil structures, structural resgois the same
signal that is recorded by sensors in various ilooat The
responses are often caused by environmental chasges as
wind, earthquake and so on. In addition, the ougighal or
signals are the results of sensors which are Iddatalifferent
parts of the structure. In most cases, accelerat@sors are
used to evaluate the structural responses (duediahkility,
sensitivity and cheapness) and signal processirgppdied on
these acceleration responses. Generally, theseodsetbften
occur in two main processes:

- Recording a large amount of data from differentgpart

of structures

- Selecting features from data that are associatéd wi

the damage

In these methods, large volumes of data are oftimessed.
Thus, compared with other methods, the need to eplpp
condensate and interpret the data is necessaryalDuwhese
methods are divided into three categories:

- Time domain methods

- Frequency domain methods

- Time-Frequency domain methods

Time domain is one of the most common methods gfiai
processing for time series analysis (a time sesies series of
data points listed in the time order). In this nagthvibration of
structure, which could include acceleration, velpcior

displacement, is investigated. Afterwards, by eting the

sensitive parameters to damage from the recordsponse,
structural health is monitored.

Frequency domain techniques are based on the fregue
content which tries to identify the structural dgmaThe most
appropriate tool for this method can be named actsg
Fourier transform analysis and frequency respoeshnique.
Fourier transform of a signal takes it from timesp to
frequency-space and by using it, the amplitude ifferént
frequencies can be observed. Often, the frequenmhich the
amplitude is more frequent and larger will detemnithe
fundamental mode of structure (Rusch et al., 1995).

Time-frequency domain methods completely elimintitee.
Therefore, these methods may not be applicable do- n
stationary signals. Due to these shortcomings, somathods
were invented to provide information in the freqoyemomain
together with some data in the time domain. Amohgsée
methods, there are short-time Fourier transform,veéié
transforms and Hilbert-Huang Method. Fourier transis can
be named as the source for all these methodshér witords, all
techniques emerging after Fourier transform try fito its
shortcomings. In fact, Fourier transform, by eliating time,
exhibits the changes of amplitude in different freacies. The
following formula is a mathematical expression aduFer
transform:

x(f)= j x(t)e " dt )

using alsign

 a-i2nt
In the above equatloﬁ is:

e ™ =cos(2ift »i sin(zif @)
As it was mentioned above, the disadvantage ofrttgghod is
that it is never known at what time, what the freey of

vibration of the structure is. In other words, dgrithe

transformation, the time domain is lost and theik lve only

two variables, including frequency and amplitudd. d®urse,

this problem has partially been resolved using odghsuch as
Wavelet transform and short-time Fourier transf@Brincker,

2001 and Lee et al., 2007). In order to avoid thertsomings
of Fourier transform, other methods are also predjduch as
Hilbert-Huang transform method since Fourier transf is

originally defined for stationary data analysis arsége of this
method for non-stationary data is occasionally irext. Fourier
spectrum, which defines the harmonic componentspistant
over time; thus, in determining the frequency cobte time, it

is not reliable. In short-time Fourier transform,diminate the
disadvantages, the signal is multiplied by a fuorctiwith

limited domain in both the time and frequency damaiwhich

is called window function. In this way, there ismall piece of
signal that can be assumed as a stationary one.tlhbe~ourier
transform is applied. Similarly, by shifting thengliow function

through the signal, there will be a transform witto output

variables in terms of frequency and time. In ortdedetect high
frequencies, a wider window function is needed fordower

frequencies, a thinner window function is requirbdt in the

short-time Fourier transform, the window functiandonstant
and this is a problem with this approach (Allen771p Wavelet
transform, similar to Fourier analysis, divides tsignal into

several curves with different details, but the efiince is that,
unlike Fourier analysis, it is not decomposed toeSivaves; it
becomes a coefficient of a base signal or mothevelga
function, which has a finite length and an avenagjae equal to
zero (Farsayi et al.,, 2010). Some of this motheweha

functions are shown in Figure 1. For more informatin this

context, refer to the following references (Balagasal., 2015;
Min et al., 2011 and Carolina et al., 1999):
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Figure 1.Some of the Mother Wavelets (Farsayi et al., 2010)

2.3 Hilbert-Huang Transform

Huang et al. developed a new method for signal gesiag
which is one of the most widely used methods irs theld
because of the ability to analyze the non-statipsamals. This
technique tries to use a combination of the Emgliridode
Decomposition Method and Hilbert transform in order
extract the amplitude and frequency of a signak dwee. The
combination of the two mentioned methods is knowntle
Hilbert-Huang Method (Chen et al.,, 2014 and Huanglet
1998). In this method, the signal is decomposedsdame
Intrinsic Mode Functions (IMF) that can show tinteefuency
(using the Hilbert transform) and consequently iwbtiae modal
characteristics (Tang et al., 2011; Amiri et alQ12 and
Ramezani et al., 2010).
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Hilbert transform is a mathematical linear operatdrich is
applicable to signal processing. Through using teghnique,
the analytical signal of a given signal can be fhuiccording

to Cauchy's Integral, the Hilbert transform of ansigof X(t)
is defined as:

HIx1 =y =2pv [ X ®

In fact, this transformation shifts the value oé thhase to the
amount of).577. Using this definition, the analytical form of a
signal X (t) is equal t&Z (t), and its conjugate in complex

space ig/ (t) , which is formulated as follows:

z(t) =x(t)+iy =a(t)e'’®

a(t) =x*)+y*(t)
ot)= arcta{%}

Finally, for calculating the instantaneous frequenane can
write:

(4)
) (5

(6)

1.dag)

f )=
® 2 dt

™

According to the above definitions, Hilbert transfoprovides a
unigue method to define the imaginary part of anaig
Moreover, it should be noted that Hilbert transfoisnfaced
with shortcomings. For example, one can refer tor@sdn's
theorem (Bedrosian, 1963). According to Bedrosidmesitem,
Hilbert transform of a function with real part isritten as
follows:

Re ¢))=x t)=at)cosf ()

Only if the Fourier spectra have not shared thgueacy range,
which is the product of the two functions, the mangf

frequency COS(E € ))will be higher than frequency
rangeA(t ) . This can be written as:

H [a(t)cos@ ¢ ))]=a( H [cos@ { ))]

If this condition cannot be met, phase and ampditadanges
will be mixed together and determining the frequenc
accurately will be impossible. In other words, thete of
changes in the phase function should be greatarttet in the
amplitude function for frequency identification anthe
variation of phase will be found. Therefore, sormrethmds were
invented to provide signals for using Hilbert trimms in order
to reduce errors caused by this method. In this,dampirical
Mode Decomposition (EMD) method can be referre(Hioang
et al.,, 1998). As it was previously mentioned, aofethe
common tools for preparing the original signal fdibert
transform is the EMD technique, the name of whicbpprly
expresses its nature. In this method, through usimgmpirical
method, a signal is decomposed to some signalk, @aehich
has almost constant frequency content and its eivisignals
are called Intrinsic Mode Function (IMF). In otheords, the

®

9)

original signal can be derived from the sum of IMFs. It
should be noted that, unlike harmonic waves, thplitfide and
frequency of Intrinsic Mode Functions is changeaatethe
time. This behavior causes the Intrinsic Mode Fonst to
change into non-stationary signals which lead taesired
Hilbert transform. For this, there are two basisussptions:

- For the given data, the number of maximum points
should be equal to the number of zero points. This
assumption is used in many other methods and its
physical concept establishes the condition for
oscillation of a signal.

- At each point of data, average of maxima and minima
is equal to zero. Physical concept of this asswonpti
is the symmetric condition of a signal. As a redhiis
assumption will prevent the asymmetric oscillations
that are not desirable (Huang et al., 1998).

The following are the required steps for Empiriddbde
Decomposition (Rilling et al., 2003):

- Finding the local extremums (local
minimums)

- Passing a Spline through the maximum points

- Passing a Spline through the minimum points

- Determining the average of the two curves definkedva

maximums and

m . .
as ", inwhich | relates to the number of Intrinsic Mode
Function and | denotes the number of iteration for obtaining
the " Intrinsic Mode

- Subtracting mi’j from original signal and obtaining the

first component ohj :

h,;=x-m (10)
Or for subsequent steps:
hi’j =r, —m, (11)

i

- Repeating the above process and naming the remaiigngl
ash;,, (each timej increases by one):

h :h,j—l_mi Jj (12)

- In each iteration for step 5, a stopping criteli®oonsidered
- The last remaining signal is defined as the fik4f1

C =h, (13)
- Subtracting the first IMF from the original signal:
rh,=Xx-C, (14)

- The obtained signal from step 9 is substituted stép 1 and
then the process is repeated (in all of the abtessthe first
index represents the number of IMF). Eventually @riginal
signal can be decomposed as following:

X =YC,+r, (15)
i=1

10
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3.NUMERICAL MODELLING

In this section, a typical concrete gravity damhwtie height of
30m as shown in Figure 2 is considered:

I?.Sm

6m
-~

30m

24m
Figure 2.Geometry of the Considered Concrete Gravity Dam

In the modelling of the structure, the length of tleservoir is
assumed to be 150m (5 times the height of the dard)the
foundation is assumed to be rigid (Figure 3). laion, for
convenience in the modelling of the dam-reservatieraction,
the free board height is neglected and the intemacts
considered by tying the nodes of the interfaceittieraction).
The far-end boundary condition of the reservoir akso
supposed as a type of planar and non-reflectingn@gtet al.,
1988).

150m

D N

Figure3. Dam and Reservoir in Modelling

Rayleigh-Damping is used in the definition of dangpim
which the coefficient of mass and stiffness areaimigtd from
frequency analysis (Bathe, 1996). Also, the matgmiaperties
are according to Table 1.

Table 1.Some of the Material Properties Used in Analysis of

the Dam
Parameter Symbo Value Unit
Modulus of E 25 GPa
Elasticity of Dam | —°
Specific Weight 24 3
of Dam Ve kn/ M
Specific Weight 9.81 3
of Reservoir Y kn/ M
Bulk Modulus of K 2.2 GPa
Reservoir w

According to Figure 4, the horizontal componentEt{Centro
Earthquake, which is scaled to 0.3g, has been faseddructure
loading.

0.35
03
0.25
0.2
0.15
0.1
0.05
0
-0.05
0.1
-0.15
0.2
0.25
03
0.35

Ground Acceleration (g)

0 2 4 6 8 10 12 14 16 18 20 2 4 26 28 30 32
Time (s)

Figure 4.Horizontal Component of EI-Centro Earthquake

In this research, damage is considered as the tieduof
modulus of elasticity (or the softening of the dgevh areas).
Therefore, three levels of damage are defined dougprto
Table 2.

Table 2.Damage Indexes

. Corresponding
Damage Index Redgctlon of Modulus of
Stiffness .
Elasticity
A %10 22.5GPa
B %15 21.25GPa
C %25 18.755Pa

Moreover, in order to detect the location of thendge, the
dam is divided into ten different zones and they mumbered
from one to ten (Figure 5).

Figure 5.Dividing the Dam into Ten Zones to Detect the
Location of the Damage

The location of the measured response of the daenhistory
of acceleration) in five equal portions at the heigf the dam is
represented in Figure 6.

Figure 6.Measuring the Response of the Dam'(the Horizontal
Component of Acceleration)

11
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Figure 7 shows an example of the recorded outpeeletion

3.1 Applying Hilbert-Huang Technique to Output

for the damaged and undamaged structure. This efigurAccelerations

corresponds to 15% damage index for No.2 zone eriap of
the dam.

Acceleration (m/s?)
I S T T

0 2 4 6 8 0 12 14 18

Time (s)
Figure 7.The Acceleration of the Damaged and Undamaged
Structure

1% 20 2 24 2% 2 3N N

The following figure (Figure 8) shows the differenbetween
the damaged and undamaged structure responses) wshi&
result of change in the dynamic response of the dam

Now e o o>

ged - ACG_Undamaged (m/s?)

ACC_Dama

L

0 2 4 6 8 0 12 14 16

Time ()
Figure 8.The Effect of Damage as the Difference of Recorded
Output Acceleration

1 20 2 24 2 2 30 RN

After preparing accelerations, by applying Hilbeiang

Method, the primary natural frequencies of the damne

determined for different modes of damage (diffedectations

and severities of damage). According to Figure 8eems that
the changes in frequencies can be considered @blsucriteria
for the detection of the location and severity @fmége in
concrete gravity dams.

300

Fo idermaged
HK damaged

Frequency (Hz)
N n N
3 g8 ]
g 8 g

3
8

o
3

0

1 2 3 4 7 8 9

5 6 10
Number of Modes

In this part, the process of applying Hilbert-Huavigthod to
output signals (history of acceleration) is expdginFigure 10
represents a sample response of the dam that seiat¢he
damage index of 25% and in points of top, middld bottom
of the structure respectively.

jwmwwwﬁquwww
HMMWW pro s

Figure 10 Acceleration of Three Points of Different Heighfs o
the Dam as a Response of the Structure

EWM» M

In the following (Figure 11), empirical decompositiof signals
is expressed in three columns. The right handcémral and
the left hand side column relate to the points Widce located
at the bottom, middle and top of the dam respégtive
Furthermore, the first row is related to the oraisignal and
the other rows correspond to the Intrinsic Modedtions.

phbbh

I i S S

[

(WRTRSTT 4 VERTAPY T YY)

i Ly -‘0 ‘Jll.w.l‘.‘v‘ll.
| kK] rvv:-r !'- "P*M”HM #F“ o

TR
e e}

W me & wu

Figure 11. Original Signal and Intrinsic Mode Fuons

Figure 12 shows an example of applying Hilbert-Hubfethod
to the response of the dam. The right hand sideesepts the
largest number of repetition of frequencies in rternval, aside
from the first row (which relates to the informati@about the
original signal), the frequency of the second romtlee first
Intrinsic Mode is 21Hz and the frequency of thedhow or the
second Intrinsic Mode is equal to 64.1Hz.

Figure 9.The Difference in Frequency as a Measure of Damage

12
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Q s o G EY = » o m om om0 me
Tim (enc)

Figure 12 Hilbert Transform on Original Signal and Intrinsic
Mode Decomposition of Responses

If the same process is repeated, the changes utathaged and
undamaged frequencies can be as they are showgureMA3.

IEEEEE:

EEEEE:

Figure 13.The Frequency Changes of the Damaged and
Undamaged Structure

It seems that the three above figures are verylainin
appearance. In order to distinguish better thegerds, the
relative difference (based on severity of 15%) leetwvthe first
two figures is represented in Figure 14.

Figure 14 Effect of Damage Severity in Frequency Changes

Considering the previous explanations, it seems tihat
changes in frequencies can be used as a criteviodamage
detection. For this purpose, a parameter, whichca#ied
Relative Frequency Error (RFE), is defined to detdwt
location and severity of the damage in concreteigraams as
follows:

(16)

Where,e is the vector of Relative Frequency Error drid the
frequency of system in which the subscriptsdofdnd ud are
used for the damaged and undamaged system reghgctiv
Furthermore, the superscript denotes the mode numbe

To determine the location of a damaged area acupridi the

Eq. (17), the vector of€ is compared with each vector of the

monitored cased€} and eventually each case, which has a

smaller vector size, will determine the locatiortlté damage in
the structure.

(et & |,

In the following figure, the relative error funcatis are shown.

17)

RFE (Relative Frequency Error)

Mode Number

Figure 15Relative Frequency Error Functions

To determine the severity of damage, based on mielest
value of Relative Frequency Error functiongo¢g es% and
e2s%), two types of damage indexes are proposed asafsil

3.1.1 Damage Index Proportional to Relative Frequency
Error (DI)):

The first step in calculation of this index is detenation of two
smaller values of 8%, eis% and esw which leads to the
following three cases:

€25 < em%& &e 15%< € 1006~ Casel

€10% < ezs%& &e 15%< € 2500 Case2
€100 < elS%& &e 10%< € 2500~ Cass3

(18)

It is clear that in the first, second and thirdesashe damage
indices are between 15%-25%, 10% -15% and 0-10%b.isf
assumed that the percentage of damage is beti¥eamd;j%,
the following equation can interpolate the damageex
between these two percentages:

Ife <e, &&e; <e Assume, =maxe e, g, )

_& 5 j % +—e‘

€ +ej € +e].

To verify the above equation, it should be assuried the
Relative Frequency Error function tends to be zkrahis case,
the value of the damage index corresponding to Relat
Frequency Error function will be the solution. Ither words, if

DI, = xi % (19)

€ in Eq. (19) approaches zero, the damage percestandd

I
be equal ta%.
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. e . € . .
lim(——x j% +——xi%)=i%
e -0'g +e e +e,

(20)

3.1.2 Damage Index Reversely Proportional to Relative
Frequency Error (DI,):

It is obvious that as the Relative Frequency Errecomes
greater, the corresponding damage index will diegrgm the
real location of damage. Therefore, the second queg
damage index is defined reversely proportionalht Relative
Frequency Error, which can be written as:

1. .
> = xi%
~a
— i=1Y
Dl ===7—
i-1 €
In order to control the proposed algorithm, firgtye structure
is damaged in various zones with different damageerity;
afterwards, by using the proposed method, the darwagtion
and severity will be predicted and compared witke teal
results. Table 3 represents the samples of thipadson.

(21)

Table 3.Comparing the Results of the Predicted and Actual
Location and Severity of Damage

Location of Damage Severity
Damage
Case | Real | Predicted Real Predicted | Predicted
with DI | with DI
a 3% 6.7% 13 3%
b 7 7 12% 1191% | 12.9%
C 2 2 18% 13.6% 13.8%
d 5 5 20% [ 21.1% | 19.1%

4. CONCLUSION

Reviewing the past studies shows that the structlmahage
detection, using signal processing methods, was afpplied to
simple structural elements such as beams, trusgkbdrames.
However, in this research, Hilbert-Huang Methodoas of the
most common techniques in signal processing, id tseredict
the location and severity of damage in concreteigralams.
The results show that the proposed criterion (Redati
Frequency Error), which is defined by frequencyndes, is
properly able to determine the location of damagethe
concrete gravity dams (sample results are showhale 3).
Moreover, to predict the severity of damage in ¢hstsuctures,
two damage indexes based on the size of RelativguEney
Error vector are proposed in this study. The resudtve shown
that the first damage index, proportional to Relafirequency
Error which in turn discretely interpolates the qetage of the
damage, can predict the actual damage severityeo$tructure
better compared with the second index, inversebpgrtional
to Relative Frequency Error (Table 3). In additidhe new
proposed algorithm for damage detection of concgetity
dams has a simple mathematical equation wisicble to make
physical sense during the analysis. It should kedthat the
presented method in this study may be used for atinectures

with high degrees of freedom, such as power towers,
telecommunication towers, etc., without causing agento the
structure, using the information from the sensossalled on it.
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