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Summary. We extend the algebraic theory of ordered fields [7] 6] in Mizar [1, 2, 3]: we show that every preordering can be extended into an ordering, i.e. that formally real and ordered fields coincide. We further prove some characterizations of formally real fields, in particular the one by Artin and Schreier using sums of squares [4]. In the second part of the article we define absolute values and the square root function [5].
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## 1. Preliminaries

Let $X, Y$ be non empty sets. Let us observe that there exists a function which is non empty, $X$-defined, and $Y$-valued and the carrier of $\mathbb{F}_{\mathbb{Q}}$ is rationalmembered.

Now we state the propositions:
(1) Let us consider a right zeroed, non empty additive loop structure $L$, and subsets $S, T$ of $L$. If $0_{L} \in T$, then $S \subseteq S+T$.
(2) Let us consider a right unital, non empty multiplicative loop structure $L$, and subsets $S, T$ of $L$. If $1_{L} \in T$, then $S \subseteq S \cdot T$.
(3) Let us consider an add-associative, right zeroed, right complementable, right distributive, non empty double loop structure $L$, and a subset $S$ of $L$. If $0_{L} \in S$, then for every element $a$ of $L, S \subseteq S+a \cdot S$. The theorem is a consequence of (1).
(4) Let us consider an add-associative, right zeroed, right complementable, right unital, right distributive, non empty double loop structure $L$, and a subset $S$ of $L$. If $0_{L}, 1_{L} \in S$, then for every element $a$ of $L, a \in S+a \cdot S$.
(5) Let us consider an add-associative, right zeroed, right complementable, Abelian, left distributive, non empty double loop structure $R$, elements $a, b$ of $R$, and an integer $i$. Then $i \star(a \cdot b)=(i \star a) \cdot b$.
Proof: Define $\mathcal{P}$ [integer] $\equiv \$_{1} \star(a \cdot b)=\left(\$_{1} \star a\right) \cdot b$. $\mathcal{P}[0]$ by [11, (59)]. For every integer $u$ such that $\mathcal{P}[u]$ holds $\mathcal{P}[u-1]$ and $\mathcal{P}[u+1]$. For every integer $i, \mathcal{P}[i]$.
(6) Let us consider an add-associative, right zeroed, right complementable, Abelian, left distributive, non empty double loop structure $R$, an element $a$ of $R$, and an integer $i$. Then $i \star(-a)=-i \star a$.
Proof: Define $\mathcal{P}$ [integer] $\equiv \$_{1} \star(-a)=-\$_{1} \star a$. $\mathcal{P}[0]$. For every integer $u$ such that $\mathcal{P}[u]$ holds $\mathcal{P}[u-1]$ and $\mathcal{P}[u+1]$. For every integer $i, \mathcal{P}[i]$.
Let $R$ be a ring and $a$ be an element of $R$. Let us consider a commutative ring $R$ and elements $a, b$ of $R$. Now we state the propositions:
(7) $(a+b)^{2}=a^{2}+2 \star a \cdot b+b^{2}$. The theorem is a consequence of (43).
(8) $(a-b)^{2}=a^{2}-2 \star a \cdot b+b^{2}$. The theorem is a consequence of (7), (43), and (6).
(9) $(a+b) \cdot(a-b)=a^{2}-b^{2}$.
(10) Let us consider an integral domain $R$, and elements $a, b$ of $R$. Then $a^{2}=b^{2}$ if and only if $a=b$ or $a=-b$. The theorem is a consequence of (9).

Let us consider a field $F$ and a non zero element $a$ of $F$. Now we state the propositions:
(11) $(-a)^{-1}=-a^{-1}$.
(12) $\left(-a^{-1}\right)^{-1}=-a$.
(13) $-(-a)^{-1}=a^{-1}$. The theorem is a consequence of (11).
(14) Let us consider a field $F$, an element $a$ of $F$, and a non zero element $b$ of $F$. Then $\left(\frac{a}{b}\right)^{2}=\frac{a^{2}}{b^{2}}$.
(15) Let us consider a field $F$. Suppose $\operatorname{char}(F) \neq 2$. Let us consider an element $a$ of $F$. Then $\left(\frac{a+1_{F}}{2 \star 1_{F}}\right)^{2}-\left(\frac{a-1_{F}}{2 \star 1_{F}}\right)^{2}=a$. The theorem is a consequence of (14), (7), (8), and (43).
Let us note that every non degenerated ring which is preordered has also characteristic 0 . Let us consider a preordered ring $R$ and a preordering $P$ of $R$. Now we state the propositions:

$$
\begin{equation*}
(-P) \cdot P=P \cdot(-P) \tag{16}
\end{equation*}
$$

(i) $-P+-P \subseteq-P$, and
(ii) $(-P) \cdot(-P) \subseteq P$.
(18) (i) $(-P) \cdot P \subseteq-P$, and
(ii) $P \cdot(-P) \subseteq-P$.

The theorem is a consequence of (17) and (16).
(19) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and a natural number $n$. Then $n \star 1_{R} \in P$.
Proof: Define $\mathcal{P}$ [natural number] $\equiv \$_{1} \star 1_{R} \in P$. For every natural number $k, \mathcal{P}[k]$.
One can verify that every preordering of $\mathbb{Z}^{R}$ is spanning and every preordering of $\mathbb{F}_{\mathbb{Q}}$ is spanning and every preordering of $\mathbb{R}_{F}$ is spanning.
(20) Let us consider a preordering $P$ of $\mathbb{Z}^{\mathrm{R}}$. Then $P=\operatorname{Positives}\left(\mathbb{Z}^{\mathrm{R}}\right)$.
(21) Let us consider a preordering $P$ of $\mathbb{F}_{\mathbb{Q}}$. Then $P=\operatorname{Positives}\left(\mathbb{F}_{\mathbb{Q}}\right)$.
(22) Let us consider a preordering $P$ of $\mathbb{R}_{F}$. Then $P=\operatorname{Positives}\left(\mathbb{R}_{F}\right)$.

## 2. More on Ring Characteristic

Now we state the propositions:
(23) Let us consider a ring $R$. Then $\operatorname{char}(R)=1$ if and only if $R$ is degenerated.
(24) Let us consider a non degenerated ring $R$. Then $\operatorname{char}(R)=2$ if and only if $2 \star 1_{R}=0_{R}$.
(25) Let us consider an integral domain $R$. Then $\operatorname{char}(R)=0$ if and only if for every non zero element $a$ of $R$ and for every non zero natural number $n, n \star a \neq 0_{R}$. The theorem is a consequence of (43).
(26) Let us consider an integral domain $R$ with characteristic 0 , and an element $a$ of $R$. Then $-a=a$ if and only if $a=0_{R}$. The theorem is a consequence of (25).

## 3. Maximal Preorderings

Let $R$ be a preordered ring and $P$ be a preordering of $R$. We say that $P$ is maximal if and only if
(Def. 1) for every preordering $Q$ of $R$ such that $P \subseteq Q$ holds $P=Q$.
Now we state the propositions:
(27) Let us consider a preordered field $F$, a preordering $P$ of $F$, and an element $a$ of $F$. If $-a \notin P$, then $P+(a \cdot P)$ is a preordering of $F$. Proof: Set $S=P+(a \cdot P) . S+S \subseteq S . S \cdot S \subseteq S$ by [8, (8), (10)], [10, (3)], [9, (23)]. $P \subseteq S$.
(28) Let us consider a preordered field $F$, and a preordering $P$ of $F$. Then $P$ is maximal if and only if $P$ is a positive cone. The theorem is a consequence of (36), (3), and (4).
Let $F$ be a preordered field. Note that every preordering of $F$ which is spanning is also maximal and every preordering of $F$ which is maximal is also spanning. Now we state the proposition:
(29) Let us consider a preordered field $F$, and a preordering $P$ of $F$. Then there exists a preordering $Q$ of $F$ such that
(i) $P \subseteq Q$, and
(ii) $Q$ is maximal.

Let us note that every preordered field is ordered. Let us consider a preordered field $F$ and a preordering $P$ of $F$. Now we state the propositions:
(30) $P$ is maximal if and only if $P$ is an ordering of $F$.
(31) There exists an ordering $O$ of $F$ such that $P \subseteq O$. The theorem is a consequence of (29).
Let $R$ be an ordered ring and $P$ be a preordering of $R$. The functor $\bigcap_{R} P$ yielding a subset of $R$ is defined by the term
(Def. 2) $\{x$, where $x$ is an element of $R$ : for every ordering $O$ of $R$ such that $P \subseteq O$ holds $x \in O\}$.
One can verify that $\bigcap_{R} P$ is non empty and $\bigcap_{R} P$ is closed under addition and closed under multiplication and has all squares.

Let $F$ be an ordered field and $P$ be a preordering of $F$. One can verify that $\bigcap_{F} P$ is negative-disjoint. Let us consider an ordered field $F$ and a preordering $P$ of $F$. Now we state the propositions:
(32) $\bigcap_{F} P$ is a preordering of $F$.
(33) $\bigcap_{F} P=P$.

## 4. Formally Real Fields

Let $R$ be a ring. We say that $R$ is formally real if and only if
(Def. 3) $-1_{R} \notin \mathrm{QS}(R)$.
Let us consider a field $F$. Now we state the propositions:
(34) If $\operatorname{char}(F) \neq 2$, then $F$ is formally real iff $\mathrm{QS}(F)$ is a prepositive cone.
(35) If $\operatorname{char}(F) \neq 2$, then $F$ is formally real iff there exists a subset $P$ of $F$ such that $P$ is a prepositive cone.
(36) If $\operatorname{char}(F) \neq 2$, then $F$ is formally real iff there exists a subset $P$ of $F$ such that $P$ is a positive cone.
(37) If $\operatorname{char}(F) \neq 2$, then $F$ is formally real iff $\mathrm{QS}(F) \neq$ the carrier of $F$.

Observe that every field which is formally real is also ordered and every field which is ordered is also formally real and every non degenerated ring which is preordered is also formally real and there exists a field which is formally real.

Let $F$ be a formally real field. Note that $\operatorname{QS}(F)$ is negative-disjoint.
Now we state the propositions:
(38) Let us consider a formally real field $F$. Then $\mathrm{QS}(F)$ is a preordering of $F$.
(39) Let us consider a formally real field $F$, and an element $a$ of $F$. Then for every ordering $O$ of $F, a \in O$ if and only if $a \in \operatorname{QS}(F)$.
(40) Let us consider an element $r$ of $\mathbb{F}_{\mathbb{Q}}$. If $0 \leqslant r$, then $r$ is a sum of squares.

Let $R$ be a zero structure and $f$ be a (the carrier of $R$ )-valued function. We say that $f$ is trivial if and only if
(Def. 4) for every object $i$ such that $i \in \operatorname{dom} f$ holds $f(i)=0_{R}$.
Let $R$ be a ring and $f$ be a non empty finite sequence of elements of $R$. We say that $f$ is quadratic if and only if
(Def. 5) for every element $i$ of $\operatorname{dom} f, f(i)$ is a square.
Let $R$ be a non degenerated ring. Observe that $\left\langle 1_{R}\right\rangle$ is quadratic and non trivial as a non empty finite sequence of elements of $R$ and there exists a non empty finite sequence of elements of $R$ which is quadratic and non trivial.

Now we state the proposition:
(41) Let us consider a field $F$. Then $F$ is formally real if and only if for every quadratic, non empty finite sequence $f$ of elements of $F$ such that $\sum f=0_{F}$ holds $f$ is trivial.
Note that every formally real field is non algebraic closed.

## 5. Order Relations and Strict Order Relations Revisited

Now we state the propositions:
(42) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and elements $a, b$ of $R$. Then $a \leqslant_{P} b$ if and only if $-b \leqslant_{P}-a$.
(43) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and an element $a$ of $R$. Then $a \leqslant_{P} a$.
(44) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and elements $a, b$ of $R$. If $a \leqslant_{P} b$ and $b \leqslant_{P} a$, then $a=b$.
Let us consider a preordered ring $R$, a preordering $P$ of $R$, and elements $a$, $b, c$ of $R$. Now we state the propositions:
(45) If $a \leqslant_{P} b$ and $b \leqslant_{P} c$, then $a \leqslant_{P} c$.
(46) If $a \leqslant_{P} b$, then $a+c \leqslant_{P} b+c$.
(47) If $a \leqslant_{P} b$ and $0_{R} \leqslant_{P} c$, then $a \cdot c \leqslant_{P} b \cdot c$.
(48) If $a \leqslant_{P} b$ and $c \leqslant_{P} 0_{R}$, then $b \cdot c \leqslant_{P} a \cdot c$. The theorem is a consequence of (47) and (42).
(49) Let us consider an ordered ring $R$, an ordering $O$ of $R$, and elements $a$, $b$ of $R$. Then
(i) $a \leqslant O b$, or
(ii) $b \leqslant O a$.

Let us consider a preordered field $F$, a preordering $P$ of $F$, and non zero elements $a, b$ of $F$. Now we state the propositions:
(50) If $0_{F} \leqslant_{P} a$ and $0_{F} \leqslant_{P} b$, then $a \leqslant_{P} b$ iff $b^{-1} \leqslant_{P} a^{-1}$. The theorem is a consequence of (47).
(51) If $a \leqslant_{P} 0_{F}$ and $b \leqslant_{P} 0_{F}$, then $a \leqslant_{P} b$ iff $b^{-1} \leqslant_{P} a^{-1}$. The theorem is a consequence of (13) and (48).
Let $R$ be a preordered ring, $P$ be a preordering of $R$, and $a, b$ be elements of $R$. We say that $a<_{P} b$ if and only if
(Def. 6) $\quad a \leqslant_{P} b$ and $a \neq b$.
Now we state the propositions:
(52) Let us consider a preordered, non degenerated ring $R$, and a preordering $P$ of $R$. Then
(i) $0_{R}<_{P} 1_{R}$, and
(ii) $-1_{R}<_{P} 0_{R}$.
(53) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and elements $a, b$ of $R$. Then $a<_{P} b$ if and only if $-b<_{P}-a$.
(54) Let us consider an ordered ring $R$, an ordering $O$ of $R$, and elements $a$, $b$ of $R$. Then
(i) $a<_{O} b$, or
(ii) $b<_{O} a$, or
(iii) $a=b$.

Let us consider a preordered ring $R$, a preordering $P$ of $R$, and elements $a$, $b, c$ of $R$. Now we state the propositions:
(55) If $a<_{P} b$ and $b \leqslant_{P} c$, then $a<_{P} c$.
(56) If $a \leqslant_{P} b$ and $b<_{P} c$, then $a<_{P} c$.
(57) If $a<_{P} b$, then $a+c<_{P} b+c$.

Let us consider a preordered integral domain $R$, a preordering $P$ of $R$, and elements $a, b, c$ of $R$. Now we state the propositions:
(58) If $a<_{P} b$ and $0_{R}<_{P} c$, then $a \cdot c<_{P} b \cdot c$.
(59) If $a<_{P} b$ and $c<_{P} 0_{R}$, then $b \cdot c<_{P} a \cdot c$. The theorem is a consequence of (42) and (47).
Let us consider a preordered field $F$, a preordering $P$ of $F$, and non zero elements $a, b$ of $F$. Now we state the propositions:
(60) If $0_{F} \leqslant_{P} a$ and $0_{F} \leqslant_{P} b$, then $a<_{P} b$ iff $b^{-1}<_{P} a^{-1}$. The theorem is a consequence of (50).
(61) If $a \leqslant_{P} 0_{F}$ and $b \leqslant_{P} 0_{F}$, then $a<_{P} b$ iff $b^{-1}<_{P} a^{-1}$. The theorem is a consequence of (51).
Let $R$ be a preordered ring, $P$ be a preordering of $R$, and $a$ be an element of $R$. We say that $a$ is $P$-ordered if and only if
(Def. 7) $a \in P \cup-P$.
We say that $a$ is $P$-positive if and only if
(Def. 8) $a \in P \backslash\left\{0_{R}\right\}$.
We say that $a$ is $P$-negative if and only if
(Def. 9) $\quad a \in-P \backslash\left\{0_{R}\right\}$.
Note that there exists an element of $R$ which is $P$-ordered and every element of $R$ which is $P$-positive is also $P$-ordered and every element of $R$ which is $P$ negative is also $P$-ordered.

Let $R$ be a preordered, non degenerated ring. One can check that there exists an element of $R$ which is $P$-positive and there exists an element of $R$ which is $P$-negative and there exists an element of $R$ which is non $P$-positive and there exists an element of $R$ which is non $P$-negative and every element of $R$ which is $P$-positive is also non zero and non $P$-negative and every element of $R$ which is $P$-negative is also non zero and non $P$-positive.

Let $a$ be a $P$-ordered element of $R$. One can verify that $-a$ is $P$-ordered.
Let $F$ be a field and $a$ be a non zero element of $F$. Let us note that $a^{-1}$ is non zero.

Let $F$ be a preordered field, $P$ be a preordering of $F$, and $a$ be a non zero, $P$-ordered element of $F$. Let us observe that $a^{-1}$ is $P$-ordered.

Let $R$ be an ordered, non degenerated ring and $O$ be an ordering of $R$. Note that every element of $R$ which is non zero and non $O$-positive is also $O$-negative and every element of $R$ which is non zero and non $O$-negative is also $O$-positive.

Let us consider a preordered ring $R$, a preordering $P$ of $R$, and an element $a$ of $R$. Now we state the propositions:
(62) $a$ is $P$-positive if and only if $0_{R}<_{P} a$.
(63) $a$ is $P$-negative if and only if $a<_{P} 0_{R}$.

Let us consider a preordered ring $R$, a preordering $P$ of $R$, and a $P$-ordered element $a$ of $R$. Now we state the propositions:
(64) $a$ is not $P$-negative if and only if $0_{R} \leqslant P a$. The theorem is a consequence of (43).
(65) $a$ is not $P$-positive if and only if $a \leqslant_{P} 0_{R}$. The theorem is a consequence of (43).

## 6. Absolute Values

Let $R$ be a preordered ring, $P$ be a preordering of $R$, and $a$ be an element of $R$. The functor $|a|_{P}$ yielding an element of $R$ is defined by the term
(Def. 10) $\begin{cases}a, & \text { if } a \in P, \\ -a, & \text { if } a \in-P, \\ -1_{R}, & \text { otherwise. }\end{cases}$
Let $R$ be an ordered ring and $O$ be an ordering of $R$. One can verify that the functor $|a|_{O}$ yields an element of $R$ and is defined by the term
(Def. 11) $\begin{cases}a, & \text { if } a \in O, \\ -a, & \text { otherwise. }\end{cases}$
Let us consider a preordered, non degenerated ring $R$, a preordering $P$ of $R$, and an element $a$ of $R$. Now we state the propositions:
(66) $0_{R} \leqslant_{P}|a|_{P}$ if and only if $a$ is $P$-ordered. The theorem is a consequence of (55) and (52).
(67) $a$ is not $P$-ordered if and only if $|a|_{P}=-1_{R}$. The theorem is a consequence of (66).
(68) $|a|_{P}=0_{R}$ if and only if $a=0_{R}$. The theorem is a consequence of (67).

Let us consider a preordered integral domain $R$, a preordering $P$ of $R$, and an element $a$ of $R$. Now we state the propositions:
(69) $|a|_{P}=a$ if and only if $0_{R} \leqslant_{P} a$. The theorem is a consequence of (26) and (43).
(70) $|a|_{P}=-a$ if and only if $a \leqslant_{P} 0_{R}$.
(71) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and an element $a$ of $R$. Then $|a|_{P}=|-a|_{P}$.
(72) Let us consider a preordered, non degenerated ring $R$, a preordering $P$ of $R$, and an element $a$ of $R$. Then $-|a|_{P} \leqslant_{P} a$ and $a \leqslant_{P}|a|_{P}$ if and only if $a$ is $P$-ordered. The theorem is a consequence of (45), (52), (56), (44), and (66).
(73) Let us consider a preordered field $F$, a preordering $P$ of $F$, and a non zero, $P$-ordered element $a$ of $F$. Then $\left|a^{-1}\right|_{P}=\left(|a|_{P}\right)^{-1}$. PROOF: $\left|a^{-1}\right|_{P} \cdot|a|_{P}=\mathbf{1}_{F}$.
(74) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and elements $a, b$ of $R$. Then $|(a-b)|_{P}=|(b-a)|_{P}$.
(75) Let us consider a preordered, non degenerated ring $R$, a preordering $P$ of $R$, and an element $a$ of $R$. Then $-|a|_{P} \leqslant_{P} a$ and $a \leqslant_{P}|a|_{P}$ if and only if $a$ is $P$-ordered. The theorem is a consequence of $(67),(52),(44),(45)$, and (43).
(76) Let us consider a preordered, non degenerated ring $R$, a preordering $P$ of $R$, and $P$-ordered elements $a, b$ of $R$. Then $|(a \cdot b)|_{P}=\left(|a|_{P}\right) \cdot\left(|b|_{P}\right)$. The theorem is a consequence of (18) and (17).
(77) Let us consider a preordered field $F$, a preordering $P$ of $F$, a non zero, $P$ ordered element $a$ of $F$, and a $P$-ordered element $b$ of $F$. Then $\left|b \cdot\left(a^{-1}\right)\right|_{P}=$ $|b|_{P} \cdot\left(|a|_{P}\right)^{-1}$. The theorem is a consequence of (76) and (73).
(78) Let us consider a preordered integral domain $R$, a preordering $P$ of $R$, a $P$-ordered element $a$ of $R$, and a $P$-ordered, non $P$-negative element $p$ of $R$. Then $|a|_{P} \leqslant_{P} p$ if and only if $-p \leqslant_{P} a$ and $a \leqslant_{P} p$. The theorem is a consequence of (75), (45), (42), (69), and (70).
(79) Let us consider a preordered integral domain $R$, a preordering $P$ of $R$, and $P$-ordered elements $a, b$ of $R$. Then $|(a+b)|_{P} \leqslant_{P}|a|_{P}+|b|_{P}$. The theorem is a consequence of $(66),(46),(45),(52),(53),(44),(75)$, and (78).

## 7. Squares and Square Roots

Let $R$ be a ring and $a$ be square element of $R$.
A square root of $a$ is an element of $R$ defined by
(Def. 12) $\quad i t^{2}=a$.
Let $R$ be a non degenerated ring. Observe that there exists an element of $R$ which is non zero and square.

Let us consider an ordered integral domain $R$, an ordering $O$ of $R$, and non $O$-negative elements $a, b$ of $R$. Now we state the propositions:
(80) $a \leqslant O b$ if and only if $a^{2} \leqslant O b^{2}$. The theorem is a consequence of (64), $(47),(45),(18)$, and (9).
(81) $a<_{O} b$ if and only if $a^{2}<_{O} b^{2}$. The theorem is a consequence of (64) and (80).
(82) Let us consider a preordered integral domain $R$, a preordering $P$ of $R$, and a $P$-ordered element $a$ of $R$. Then $\left(|a|_{P}\right)^{2}=a^{2}$. The theorem is a consequence of (69) and (70).
(83) Let us consider a preordered ring $R$, a preordering $P$ of $R$, and an element $a$ of $R$. If $a \in-P \backslash\left\{0_{R}\right\}$, then $a$ is not square.
(84) Let us consider a preordered ring $R$, and a preordering $P$ of $R$. Then $(-P) \cap \mathrm{SQ}(R)=\left\{0_{R}\right\}$. The theorem is a consequence of (83).
(85) Let us consider a preordered integral domain $R$, a preordering $P$ of $R$, square element $a$ of $R$, and square roots $b_{1}, b_{2}$ of $a$. If $0_{R} \leqslant_{P} b_{1}$ and $0_{R} \leqslant{ }_{P} b_{2}$, then $b_{1}=b_{2}$.

Let $R$ be a preordered ring and $P$ be a preordering of $R$. Let us observe that every element of $R$ which is $P$-negative is also non square and every element of $R$ which is non $P$-positive and square is also zero.

Let $R$ be an ordered integral domain, $O$ be an ordering of $R$, and $a$ be square element of $R$. One can check that there exists a square root of $a$ which is non $O$-negative.

Let $a$ be a non zero, a square element of $R$. Let us observe that there exists a square root of $a$ which is $O$-positive and there exists a square root of $a$ which is $O$-negative.

Let $a$ be square element of $R$. The functor $\sqrt{a}_{O}$ yielding a non $O$-negative square root of $a$ is defined by
(Def. 13) $\quad i t^{2}=a$.
Now we state the proposition:
(86) Let us consider an ordered integral domain $R$, an ordering $O$ of $R$, square element $a$ of $R$, and an element $b$ of $R$. Then $b$ is a square root of $a$ if and only if $b=\sqrt{a}_{O}$ or $b=-\sqrt{a}_{O}$. The theorem is a consequence of (10).
Let $R$ be an ordered integral domain, $O$ be an ordering of $R$, and $a$ be a non zero, a square element of $R$. One can check that $\sqrt{a} O$ is non zero.
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