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Summary. In this article, we first discuss the relation between measure

defined using extended real numbers and probability defined using real numbers.

Further, we define completeness of probability, and its completion method, and

also show that they coincide with those of measure.
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The articles [18], [20], [2], [3], [5], [1], [12], [15], [21], [8], [19], [17], [4], [9], [14],

[23], [6], [11], [16], [22], [10], [7], and [13] provide the notation and terminology

for this paper.

For simplicity, we adopt the following convention: n denotes a natural num-

ber, X denotes a set, A1 denotes a sequence of subsets of X, S1 denotes a σ-field

of subsets of X, X1 denotes a sequence of subsets of S1, O1 denotes a non empty

set, S2 denotes a σ-field of subsets of O1, A2 denotes a sequence of subsets of

S2, and P denotes a probability on S2.

Let us consider X, S1, X1, n. Then X1(n) is an element of S1.

Next we state two propositions:

(1) rngX1 ⊆ S1.

(2) For every function f holds f is a sequence of subsets of S1 iff f is a

function from N into S1.

The scheme LambdaSigmaSSeq deals with a set A, a σ-field B of subsets of

A, and a unary functor F yielding an element of B, and states that:

There exists a sequence f of subsets of B such that for every n

holds f(n) = F(n)
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for all values of the parameters.

Let us consider X. Note that there exists a sequence of subsets of X which

is disjoint valued.

Let us consider X, S1. Note that there exists a sequence of subsets of S1

which is disjoint valued.

One can prove the following propositions:

(3) For all subsets A, B of X there exists A1 such that A1(0) = A and

A1(1) = B and for every n such that n > 1 holds A1(n) = ∅.
(4) Let A, B be subsets of X. Suppose A misses B and A1(0) = A and

A1(1) = B and for every n such that n > 1 holds A1(n) = ∅. Then A1 is

disjoint valued and
⋃
A1 = A ∪B.

(5) Let S be a non empty set. Then S is a σ-field of subsets of X if and

only if the following conditions are satisfied:

(i) S ⊆ 2X ,

(ii) for every sequence A1 of subsets of X such that for every n holds

A1(n) ∈ S holds
⋃
A1 ∈ S, and

(iii) for every subset A of X such that A ∈ S holds Ac ∈ S.
(6) For all events A, B of S2 holds P (A \B) = P (A ∪B)− P (B).

(7) For all events A, B of S2 such that A ⊆ B and P (B) = 0 holds P (A) = 0.

(8) For every n holds P (A2(n)) = 0 iff P (
⋃
A2) = 0.

(9) For every setA such that A ∈ rngA2 holds P (A) = 0 iff P (
⋃

rngA2) = 0.

(10) For every function s1 from N into R and for every function E1 from N
into R such that s1 = E1 holds (

∑κ
α=0(s1)(α))κ∈N = SerE1.

(11) Let s1 be a function from N into R and E1 be a function from N into R.

If s1 = E1 and s1 is upper bounded, then sup s1 = sup rngE1.

(12) Let s1 be a function from N into R and E1 be a function from N into R.

If s1 = E1 and s1 is lower bounded, then inf s1 = inf rngE1.

(13) Let s1 be a function from N into R and E1 be a function from N into R.

If s1 = E1 and s1 is non-negative and summable, then
∑
s1 =

∑
E1.

(14) P is a σ-measure on S2.

Let us consider O1, S2, P . The functor P2MP yields a σ-measure on S2

and is defined as follows:

(Def. 1) P2MP = P.

One can prove the following proposition

(15) Let X be a non empty set, S be a σ-field of subsets of X, and M be a

σ-measure on S. If M(X) = R(1), then M is a probability on S.

Let X be a non empty set, let S be a σ-field of subsets of X, and let M

be a σ-measure on S. Let us assume that M(X) = R(1). The functor M2PM

yielding a probability on S is defined as follows:
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(Def. 2) M2PM = M.

One can prove the following propositions:

(16) If A1 is non-decreasing, then the partial unions of A1 = A1.

(17) Suppose A1 is non-decreasing. Then (the partial diff-unions of A1)(0) =

A1(0) and for every n holds (the partial diff-unions of A1)(n+1) = A1(n+

1) \ A1(n).

(18) If A1 is non-decreasing, then for every n holds A1(n+ 1) = (the partial

diff-unions of A1)(n+ 1) ∪A1(n).

(19) If A1 is non-decreasing, then for every n holds (the partial diff-unions of

A1)(n+ 1) misses A1(n).

(20) If X1 is non-decreasing, then the partial unions of X1 = X1.

(21) Suppose X1 is non-decreasing. Then (the partial diff-unions of X1)(0) =

X1(0) and for every n holds (the partial diff-unions of X1)(n+1) = X1(n+

1) \X1(n).

(22) If X1 is non-decreasing, then for every n holds (the partial diff-unions of

X1)(n+ 1) misses X1(n).

Let us consider O1, S2, P . We say that P is complete on S2 if and only if:

(Def. 3) For every subset A of O1 and for every set B such that B ∈ S2 holds if

A ⊆ B and P (B) = 0, then A ∈ S2.

Next we state the proposition

(23) P is complete on S2 iff P2MP is complete on S2.

Let us consider O1, S2, P . A subset of O1 is called a set with measure zero

w.r.t. P if:

(Def. 4) There exists a set A such that A ∈ S2 and it ⊆ A and P (A) = 0.

We now state three propositions:

(24) Let Y be a subset of O1. Then Y is a set with measure zero w.r.t. P if

and only if Y is a set with measure zero w.r.t. P2MP.

(25) ∅ is a set with measure zero w.r.t. P .

(26) Let B1, B2 be sets. Suppose B1 ∈ S2 and B2 ∈ S2. Let C1, C2 be sets

with measure zero w.r.t. P . If B1 ∪ C1 = B2 ∪ C2, then P (B1) = P (B2).

Let us consider O1, S2, P . The functor COM(S2, P ) yields a non empty

family of subsets of O1 and is defined by the condition (Def. 5).

(Def. 5) Let A be a set. Then A ∈ COM(S2, P ) if and only if there exists a set

B such that B ∈ S2 and there exists a set C with measure zero w.r.t. P

such that A = B ∪ C.
Next we state two propositions:

(27) For every set C with measure zero w.r.t. P holds C ∈ COM(S2, P ).

(28) COM(S2, P ) = COM(S2,P2MP ).
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Let us consider O1, S2, P and let A be an element of COM(S2, P ). The

functor PCOM2MCOM A yields an element of COM(S2,P2MP ) and is defined

by:

(Def. 6) PCOM2MCOMA = A.

Next we state the proposition

(29) S2 ⊆ COM(S2, P ).

Let us consider O1, S2, P and let A be an element of COM(S2, P ). The

functor ProbPartA yielding a non empty family of subsets of O1 is defined by:

(Def. 7) For every set B holds B ∈ ProbPartA iff B ∈ S2 and B ⊆ A and A \ B
is a set with measure zero w.r.t. P .

We now state several propositions:

(30) For every element A of COM(S2, P ) holds

ProbPartA = MeasPart PCOM2MCOM A.

(31) For every element A of COM(S2, P ) and for all sets A1, A3 such that

A1 ∈ ProbPartA and A3 ∈ ProbPartA holds P (A1) = P (A3).

(32) For every function F from N into COM(S2, P ) there exists a sequence

B3 of subsets of S2 such that for every n holds B3(n) ∈ ProbPartF (n).

(33) Let F be a function from N into COM(S2, P ) and B3 be a sequence of

subsets of S2. Then there exists a sequence C3 of subsets of O1 such that

for every n holds C3(n) = F (n) \B3(n).

(34) Let B3 be a sequence of subsets of O1. Suppose that for every n holds

B3(n) is a set with measure zero w.r.t. P . Then there exists a se-

quence C3 of subsets of S2 such that for every n holds B3(n) ⊆ C3(n)

and P (C3(n)) = 0.

(35) Let D be a non empty family of subsets of O1. Suppose that for every

set A holds A ∈ D iff there exists a set B such that B ∈ S2 and there

exists a set C with measure zero w.r.t. P such that A = B ∪ C. Then D

is a σ-field of subsets of O1.

Let us consider O1, S2, P . Then COM(S2, P ) is a σ-field of subsets of O1.

Let us consider O1, S2, P . We see that the set with measure zero w.r.t. P

is an event of COM(S2, P ).

Next we state two propositions:

(36) For every set A holds A ∈ COM(S2, P ) iff there exist sets A1, A3 such

that A1 ∈ S2 and A3 ∈ S2 and A1 ⊆ A and A ⊆ A3 and P (A3 \ A1) = 0.

(37) Let C be a non empty family of subsets of O1. Suppose that for every set

A holds A ∈ C iff there exist sets A1, A3 such that A1 ∈ S2 and A3 ∈ S2

and A1 ⊆ A and A ⊆ A3 and P (A3 \ A1) = 0. Then C = COM(S2, P ).

Let us consider O1, S2, P . The functor COM(P ) yields a probability on

COM(S2, P ) and is defined as follows:
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(Def. 8) For every set B such that B ∈ S2 and for every set C with measure zero

w.r.t. P holds (COM(P ))(B ∪ C) = P (B).

One can prove the following propositions:

(38) COM(P ) = COM(P2MP ).

(39) COM(P ) is complete on COM(S2, P ).

(40) For every event A of S2 holds P (A) = (COM(P ))(A).

(41) For every set C with measure zero w.r.t. P holds (COM(P ))(C) = 0.

(42) For every element A of COM(S2, P ) and for every set B such that B ∈
ProbPartA holds P (B) = (COM(P ))(A).
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