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Abstract

The use of spatial methods is becoming increasingly common in social and economic research as it 
emphasizes the relevance of spatiality to the understanding of socio-economic facts. Once embraced, the 
spatial factor can substantially help explain variations in the properties being examined, thus improving the 
quality of their description and supporting the development of econometric models. This paper explores 
some of the characteristics of Poland’s job market, making an inquiry into their spatial dependencies. 
The study looks at the country’s labour market from a local perspective, examining its properties for spatial 
autocorrelation (both global and local). Linear econometric models are subsequently built for such variables 
as the number of persons in employment, the number of women and men in employment. The models are 
further investigated to assess the applicability of spatial modelling in their development.
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Introduction

Spatial methods are increasingly often used in studying social and economic facts, as many 
of these facts stem from regional or local policies and therefore tend to vary geographically. 
The development of spatial methods started in the 1970s (Tobler, 1970; Cliff, Ord, 1973; 
Paelinck, Klaassen, 1979). These methods can be used to analyse issues, the formation of 
which is dependent on location and which are influenced by spatial interactions (demographic 
processes, real estate market, ecological and socio-economic problems etc.). Therefore, 
many researchers deal with spatial analyses (Overmars, de Koning, Veldkamp, 2003; Sikora, 
Woźniak, 2007; Anselin, 2010; Pietrzykowski, 2011; Zeug-Żebro, 2014; Pośpiech, 2015; 
Pośpiech, Mastalerz-Kodzis, 2015). It seems that there is a growing awareness of the relevance 
of spatiality to the understanding of socio-economic realities and that embracing the spatial 
factor can be key to explaining variations in the properties being examined, thus improving the 
quality of their description. The incorporation and deployment of spatial methods can also help: 
identify spatial autocorrelation, hence determine the spatial dependence of certain variables at 
a given location as well as linkages to and across adjacent areas; explore spatial concentrations; 
conduct structural-geographic analyses; and, last but not least, it will support the development 
of spatial econometric models (Suchecki, 2010).

The paper seeks to identify the spatial dependences of labour market characteristics 
across Poland’s districts (indicative of the working population: its total as well as its gender 
breakdown) and to assess to the applicability of spatial methods to building econometric models 
for such variables. 

1. Research methods applied 

Selected spatial econometric and statistical tools and methods were used to complete the 
empirical part of the research. Global and local Moran statistics were employed to identify 
spatial dependences at a single location and across adjacent locations. Further, the resulting 
models were examined using e.g. the residual Moran’s I test, join-count statistics, and LM tests 
designed to capture spatial dependences under linear models. 

1.1. Measuring global and local spatial autocorrelation

The research involved global and local Moran spatial statistics. The global statistic was 
calculated from the following formula (Cliff, Ord, 1973; Suchecki, 2010):
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where: 
xi, xj − observations made in regions covered by the analysis,

x  −  the arithmetic mean (for all regions and all observations),
n  −  the number of regions under investigation,
z  −  the column vector of values expressed as: zi = xi –  x̅, i = 1, …, n,
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Hypotheses on the absence (H0) or presence (H1) of spatial autocorrelation can be validated 
through testing, where the test statistic ZI ~ N(0, 1) is expressed by the following formula:
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Values adopted by the statistic ZI (equal, greater or lower than zero) stand for, respectively:
 – no spatial autocorrelation (random distribution of the variable across the locations in 

question),
 – positive autocorrelation (similar values tend to cluster together at a certain location),
 – negative autocorrelation (high and low values are contiguous).

The local Moran I statistic can be utilized to identify clusters, i.e. areas where high or low 
values of the variable of interest are concentrated, as well as to detect atypical locations known 
as outliers. The statistic is computed using the following formula:
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where: 
*
ijw  − elements of the weights matrix, given from the formula *

1

ij
ij n

ij
j

w
w

w
=

=

∑
,

other symbols as in the above.

Assuming an asymptotic normal distribution of the statistic 
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whose estimated expected value and variance (Anselin, 1995) are given from the formulas 
shown below:
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A positive statistically significant value of the statistic Ii substantiates the conclusion that 
the region i is surrounded by regions where a given property takes similar values (i.e. similar 
values are clustered), while a negative statistically significant value of the statistic indicates 
that a particular location is surrounded by areas where the property has clearly different values 
(outlier). 
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1.2. Selected tools for spatial model identification 

To ascertain and to find out whether spatial estimation methods need to be used, the model 
should be examined for spatial properties. The first step in identifying the need for spatial 
modelling is to investigate the spatial autocorrelation of a given model’s residuals, which is 
estimated via the values of selected variables as well as their logarithms. This step can be 
accomplished owing to the residual Moran’s I test that is defined as follows: 
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where u is an n-element column vector of the model’s residuals (the model is estimated with the 
use of the OLS method). The null hypothesis proposes that there is no spatial autocorrelation in 
the model residuals, whereas the alternative hypothesis presupposes that there is. The analysis 
is supported by a graphical representation showing the spatial distribution of the residuals. 
A non-random distribution of the residuals suggests that there would be other factors affecting 
the explained variable. Further, positive residuals for a specific region indicate that the model 
underestimates the values taken by a specific characteristic, while negative residuals signal that 
the model overestimates them. Positive and negative residuals can be explored by running the 
join-count test that is used to check the randomness of residuals from a regression model.1 

Where diagnostic tests for linear models detect spatial autocorrelation in residuals, it can 
be assumed that spatial estimation should be applied. Two types of spatial models are mainly 
distinguished: spatial lag and spatial error models. Selection between them is based on the 
findings of LM tests (LMlag, LMerr can be performed alongside their robust variants: RLMlag, 
RLMerr) and an appropriate decision rule.2

2. Empirical analysis 

The empirical analysis was conducted for the period of 2005–2013 and involved variables 
relating to job market characteristics as well as demographic ones (Marciniak, 2013). The spatial 
autocorrelation analysis was geared to find out about the following: 

 – the proportion of working population to total population (designated as UP),
 – the percentage of women in the working population (UK),
 – the percentage of men in the working population (UM).

1 A discussion of the method and the statistics used can be found e.g. in Suchecki (2010).
2 The method is described at length in Kopczewska (2011) and Suchecki (2010).
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The follow-up analyses aiming to verify the need to build a spatial model looked into the 
following variables:

 – the number of persons in employment (PO),
 – the number of women in employment (PK),
 – the number of men in employment (PM),
 – the average gross monthly pay (PW),
 – the age dependency ratio (OD),
 – the population density – inhabitants per square kilometer (G),
 – the population growth rate (N),
 – the population below working age (Lpr),
 – the population at working age (L),
 – the population above working age (Lpo).

Input data were sourced from GUS3 Local Data Bank, while the graphics and computations 
presented in the paper were developed using the MS Excel and the R CRAN package 
(Kopczewska, 2011; Kopczewska, Kopczewski, Wójcik, 2013).

2.1. Spatial autocorrelation analysis results 

Table 1 shows the values of the global Moran statistic produced for specific poviats.4 

Table 1. Global Moran’s I statistics for poviats

Year
Global Moran’s 
I statistics (UP)

Global Moran’s 
I statistics (UK)

Global Moran’s 
I statistics (UM)

I p-value I p-value I p-value
2005 0.0190 0.2627 0.1191 0.0002 0.1191 0.0002
2006 0.0151 0.3004 0.1148 0.0003 0.1148 0.0003
2007 0.0151 0.3012 0.1307 4.8E-05 0.1307 4.8E-05
2008 0.0407 0.1011 0.1581 1.3E-06 0.1581 1.3E-06
2009 0.0500 0.0609 0.1536 2.4E-06 0.1536 2.4E-06
2010 0.0477 0.0698 0.1612 8.2E-07 0.1612 8.2E-07
2011 0.0502 0.0599 0.1342 3.1E-05 0.1342 3.1E-05
2012 0.0597 0.0335 0.1163 0.0003 0.1163 0.0003
2013 0.0554 0.0440 0.1197 0.0002 0.1197 0.0002

Source: own calculations.

3 GUS (Główny Urząd Statystyczny – Central Statistical Office) is Poland’s chief government agency for national 
statistics.
4 In Poland, poviat is the second-level unit of local government, consisting of several municipalities (communes) and 
equivalent to a county or district in other countries.



Ewa Pośpiech, Adrianna Mastalerz-Kodzis66

The global Moran’s I statistic for the UP ratio (percentage of working population in 
total population) in 2005–2011 takes positive but low and statistically insignificant values. 
The statistics only appeared statistically significant in the final two years of the period under 
examination, revealing a very weak positive spatial autocorrelation (a generally random 
distribution of the values between locations). The global Moran’s I statistic for the UK and the 
UM ratios reflecting the proportion of women and men in the working population are positive 
and statistically significant throughout the period, although low values of the I statistic denote 
a weak spatial autocorrelation (not much clustering of poviats with similar variable values at 
a single location).

The findings of an analysis of local Moran’s Ii statistics are shown in Figures 1 and 2. 
The graphics depict clusters and outliers (atypical areas) for the initial and the final year in the 
period being investigated. 

          

Figure 1. Local statistics for the percentage of the working population in total population
Source: own.

For the proportion of working population to total population, there are few clusters and 
only a small number of outliers to be seen. Among poviats that are atypical with regard to their 
neighbouring districts in both the years there are e.g. the city of Kraków (greater proportions 
of working population compared to its neighbors – 32.9 and 39.3%, respectively), the poviat 
of Radziejów (much lower values than in adjacent poviats – 9.8% in 2005 and 11.7% in 2013), 
and the poviat of Polkowice (considerably greater values than in adjoining poviats – 40.5 and 
45.9%, respectively). More outliers can be observed in 2005, while more conspicuous clusters 
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of areas surrounded by ones with similar values can be seen in 2013. Attention should be given 
to the clusters of poviats situated in the country’s southern (with the proportion ranging between 
25 and 30%) and central-eastern part (where the proportion of the working population is mostly 
below 10%). 

The remaining two properties are closely inter-related – the clusters and the outliers 
roughly overlap, yet are to be differently interpreted: an outlier with high values of one of 
the properties is an outlier with low values for the other, and vice versa (the same is true for 
clusters). Figure 2 illustrates the locations of clusters and outliers in the first and final year of the 
period being analysed. A smaller number of clusters and outlying poviats in 2013 implies a more 
random distribution of the percentages of working women and men in the working population. 
Instances of areas that stand out from their neighbouring districts include the poviat of Dąbrowa 
Górnicza (63 and 61.6% of working men and, respectively, 37 and 38.4% of working women) 
and the poviat of Łęczna (62.5 and 67.2% for men, 37.5 and 32.8% for women, respectively). 
A cluster example, corresponding to areas with a high percentage of working men (oscillating 
around 60%), can be found in the Śląskie voivodeship (region).

           

Figure 2. Local statistics for the percentage of working women/men in the working population
Source: own.

2.2. Outputs of spatial model identification

The next step was to develop a model and tentatively assess the applicability of spatial 
modelling to linear models (such as those built for the year 2013) in which the explained 
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(output) variables were as follows: the number of persons in employment (PO), the number of 
women in employment (PK), and the number of men in employment (PM). The explanatory 
(input) variables were those listed at the outset of subchapter 2. The variable G coefficient 
(population density) proved statistically insignificant under all models; hence it is omitted in 
further discussions. Table 2 brings together the estimates produced by the econometric models5 
along with the coefficient of determination R2.

Table 2. Estimates produced by the econometric models

Variables
Coefficients values

(PO) model (PK) model (PM) model
Intercept 1.649E+04 1.336E+04 3.131E+03
PW 3.576 0.772 2.804
OD −1,024 −575.6 −448.4
N 37.59 19.72 17.88
Lpr −1.703 −0.719 −0.983
L −0.525 −0.387 −0.138
Lpo 4.629 2.656 1.973
R2 0.983 0.986 0.976

Source: own calculations.

The resulting models are characterized by a very high coefficient of determination – 
a condition that implies their positive assessment. Model coefficients show the influence of the 
explanatory variables on the explained variable. In each model the strongest positive influence 
on the explained variable had the population growth rate (N) whilst the strongest negative 
influence had the age dependency ratio (OD). 

Next, the spatial autocorrelation of errors was examined. The outcomes are presented in 
Table 3. 

Table 3. Moran statistics for model residuals 

Year
(PO) model (PK) model (PM) model

I p-value I p-value I p-value

2013 0.0399 0.0965 0.0429 0.0820 0.0540 0.0429

Source: own calculations.

5 Models based on logarithms of the variables were not tested, since one of the variables, namely the population growth 
rate (N), has negative values. 



A Spatial and Temporal Analysis of Labour Market Characteristics 69

The (PM) model is the only one whose Moran statistic is statistically significant, which 
might suggest that some (albeit weak) spatial autocorrelation exists. Figure 3 provides a graphical 
representation of the residuals distribution. 

      (a)                  (b)        (c)

Figure 3. Positive and negative residuals for models: PO – (a), PK – (b), PM – (c)
Source: own.

It can be thus presumed that in the first two models the residuals are distributed randomly, 
that is, they do not depend on location. The weak spatial autocorrelation for the PM model 
indicates that its residuals are somewhat dependent on location. 

Eventually, the residuals were sorted into positive-valued and negative-valued ones and 
subjected to the join-count test. The test demonstrated that the positive residuals of the first 
two models are distributed randomly, while their negative counterparts and both the positive 
and negative residuals of the third (PM) model are characterized by a degree of spatial 
autocorrelation. The LM tests that were subsequently performed showed that the most adequate 
spatial model for each of the variables being investigated would be that of spatial lag. 

Conclusions

The research presented in the paper was primarily focused on identifying spatial 
dependences for selected variables relating to Poland’s job market: the percentage of the 
working population in total population and the proportions of women and men in the working 
population. The analysis spanned local government districts of Poland (known as poviats) and 
revealed a weak spatial autocorrelation throughout the period being examined as well as the 
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presence of a small number of clusters and atypical regions in the initial and final years. Next, 
linear models for three variables – those of total working population, number of women in 
employment, and number of men in employment – were estimated, mainly using demographic 
data as explanatory variables. The models were then pre-examined for the extent to which the 
use of spatial estimation methods would be necessary to describe a given variable. Weak spatial 
dependences were discovered, and the LM tests for spatial dependences that were subsequently 
performed pointed to the spatial lag model as an adequate solution to be applied in interpreting 
the data. It must be, however, realized that the findings are of a tentative nature and that further 
research, based on a more complete specification of the econometric model, is required to assess 
the applicability of spatial modelling more accurately. Nevertheless, it can be stated even at 
this point that the phenomena reflected by the job market variables do exhibit certain spatial 
relationships and that therefore using spatial methods to address these issues is very likely to be 
a sound approach. 
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