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Abstract

The article presents a method for developing geographically weighted regression models for analyzing 
real estate market transaction prices and evaluating the effect of selected property attributes on the prices 
and value of real estate. The property attributes were evaluated on a grading scale to determine the relative 
(percentage) indicators characterizing the relationships on the real estate market. The market data were 
analyzed to evaluate the influence of infrastructure availability on the prices of land in Olsztyn. The results 
were used to assess the effect of every utility service on the property transaction prices.
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1. The use of regression models in analyses of transaction prices

A variety of qualitative and quantitative methods are used to evaluate the effect of property 

attributes on the prices and value of real estate. Qualitative methods, which are particularly 

effective on weakly developed markets, may produce subjective evaluations and opinions. 

Quantitative methods generate more subjective results, but their application necessitates the 

fulfillment of many formal and statistical requirements. 

Regression analysis is one of the basic tools for modeling relationships between a dependent 

(explained) variable and one or more independent (explaining) variables. 

The classical regression models used in real estate market analyses do not directly account 

for potential interactions (spatial autocorrelations) at the level of a given phenomenon in space, 

and they assume that the price-shaping process in geographic space is constant1. In this case, the 

significance of parameters in classical regression models is not affected by the spatial structure 

of the studied phenomenon, which could lead to the misinterpretation of results2, in particular on 

the assumption that real estate markets are characterized by spatial heterogeneity. The above is 

illustrated by Simpson’s paradox3 which shows that non-spatial models may give a misleading 

picture of market relations. A regression dependence between unit prices and area in square 

meters is shown in Figure 1. 

        

Fig. 1. Simpson’s paradox on the example of correlations between property area and unit price
Source: own study based on Charlton and Fotheringham (2009).

An analysis of combined data from various locations points to an insignificantly positive 

correlation, whereas the dependencies observed in separate locations actually differ. 
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2.  Geographically weighted regression

Various methods of accounting for the spatial structure of the studied phenomenon in 

regression models have been discussed in literature4. One of the reviewed methods proposes to 

assign weights to observations which, owing to their location in space, could have a theoretically 

greater impact on the analyzed phenomenon than other observations. The above can be expressed 

with the use of the geographically weighted regression. 

The geographically weighted regression (GWR) is used on the assumption that the 

modeled parameters can be estimated separately at every point in space for which the values 

of the explained variable and explaining variables are known. The interactions between the 

studied objects in space are often characterized by the observation that elements found close 

to one another are more similar than objects that are further apart5. The above principle can 

be used to estimate the modeled parameters in a given location on the assumption that the 

observations made at points closer to the studied object will have greater weight than more 

distant observations6. A standard GWR model equation will take on the following form:
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The value of the modeled parameters is determined by location which, in this case, is expressed 

by the coordinates (xi, yi). The parameters of the GWR model are estimated similarly to classical 

models, but the weights of observations determined by location are taken into account:
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where W(i) is the matrix of weights that are a function of the distance between the location 

described by the coordinates (xi, yi) and the location of every observation point. The above 

matrix takes on a diagonal form:
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and its elements can be expressed in various ways. To determine weights, we use spatial 

kernel functions which decrease along with an increase in distance from the point at which the 

geographically weighted regression model is estimated (Figure 2). 

dij X 

1

0 

wij 

bandwidth h 

X – regression point,  ● – data point,  dij – distance between i and j,  wij – weight for distance dij

Fig. 2. A spatial kernel function
Source: own study.

Weights are generally determined using functions with Gaussian-like distribution7, for 

example:
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where: dij is the distance between the locations i and j, and h is the bandwidth. The bandwidth 

indicates the spatial range of observations, which implies that wij = 0 for dij > h. The greater the 

bandwidth, the more the results of the GWR model are likely to approximate the global multiple 

regression model. 

The application of the GWR model produced a series of fields mapped by the estimated 

parameters. The spatial variation in the value of those parameters suggests that the effect that 

the explained variables have on the explaining variable is characterized by a local variance and 

that the studied phenomenon is spatially heterogeneous8. Since the parameters are estimated 

only at the selected points in space, the local variance at any given point may be determined 
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by spatial interpolation, and the result may be presented in the form of a map, such as an 

isarithmic map.

In a classical linear model of multiple regression the statistical tests of significance are 

commonly used to describe how well the model fits the data. Beside many criterions of the 

model evaluation, the coefficient of determination R2 (or adjusted R2) is also used. Models 

with a higher number of parameters are generally characterized by higher goodness of fit. 

The situation is somewhat more complex in the GWR models where the effective number of 

parameters is analyzed. A hat matrix S is multiplied by the empirical values of the explained 

variable to produce theoretical values9:

 Syŷ  (6)

where S is a hat matrix expressed as:
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The trace of the matrix S (the sum of the elements on the main diagonal) in the global model 

represents the number of parameters. In the GWR model, the effective number of parameters is 

calculated using the following formula:

 SStrStr T2   (8)

The effective number of parameters in the model is determined by the number of explaining 

variables and the bandwidth and in most cases it is not an integer. The model’s goodness of 

fit is generally evaluated with the use of the corrected Akaike information criterion which is 

expressed by the following formula10:
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where:

n   –  the number of observations in a data set,
ˆ   –  the estimator for the standard deviation of residuals,

tr(S) –  the trace of the matrix S.

The AICc criterion is applied to compare models with different numbers of explaining 

variables11 and to determine the “optimal” bandwidth (e.g. in the ArcGIS application). 
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The bandwidth parameters which correspond to the lowest value of AICc are then applied to 

estimate the model. 

Most property attributes have a qualitative character which impairs the effectiveness of 

statistical tools used in the analyses of prices on the real estate market. The above particularly 

applies to the location attribute which cannot be directly expressed in numbers without subjective 

evaluation. The geographically weighted regression does not directly determine the effect of 

location on property prices, but it may be used to build models which account for location not as an 

explaining variable, but as weights influenced by the distance between the evaluated properties. 

The use of geographically weighted regression models in the analyses of transaction prices 

on the real estate market is broadly discussed in literature12. According to the referenced studies, 

the geographically weighted regression models are generally more accurate in illustrating the 

correlations on the property market than the global models. Spatial variations in the value of the 

estimated regression parameters often indicate that non-spatial attributes have a non-stationary 

effect on transaction prices. 

The procedure of preparing data for a GWR analysis of transaction prices is generally similar 

to that applied in global models. Attributes should be evaluated on an interval scale at least to ensure 

that the correlations between the values of property attributes reflect price changes in a linear fashion 

(i.e. that they are correlated with prices). The explained variables should be weakly correlated. 

According to Bitner13, attribute evaluation scales should begin from zero and it is recommended 

that property parameters are expressed on a continuous, normalized scale [0; 1]. The above is 

not an absolute condition, but it facilitates the interpretation of the modeled parameters. In the 

geographically weighted regression (i.e. β1, β2, β3, etc.), the parameters are interpreted similarly 

to those in global models as a quota share per unit in which the explaining variable is expressed. 

In the discussed case, the value of a parameter is related to a point in space where the model is 

estimated. The constant value in model β0 is interpreted as a theoretical value of the explained 

variable (transaction price) on the assumption that the value of all explaining variables is zero.

The modeled parameters are estimated independently at different regression points, 

therefore they may be characterized by a significant spatial variation. An analysis of a relatively 

large local market produces information about the absolute (quota) effect of the analyzed 

parameters on property prices in each location. The results can be averaged to obtain information 

about the attributes’ average effect on prices (and the results are similar to those produced by 

a global model), but they are unlikely to be reliable. If the attributes’ influence on prices were 

to be expressed in relative terms (as the percentage of the price), it could be applied to the 
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entire market, provided that the analyzed correlation were spatially stationary. In global models, 

a relative effect can be determined in a simple way using the below formula: 

 %% 100
Y

p i
i  (10)

In the GWR, the modeled parameter has a local character, therefore the average should 

make a reference to the local weighed average with the use of the same weighting method as 

that applied in the estimated model. The average is simple to calculate, but this option is rarely 

available in applications for developing geographically weighted regression models. In a GWR 

model the relative effect can be determined based on information about the theoretical value of 

an explained variable at a given point:
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The constant value in the model can also be applied in the calculations on the condition 

that it corresponds to the theoretical value of the explaining variable (price) at a given point. 

The above condition can be met by applying evaluation scales where explaining variables can 

take on zero value. If the scale were chosen in such a way as to ensure that the zero value 

corresponded to a typical property, the resulting relative effect would have a universal character. 

The above influence at a given point can be represented as follows:
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A selected attribute’s effect on the prices applicable to the entire market can be evaluated using 

a weighted average (owing to differences in the “quality” of each model):
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where vu(xu, yu) is the weight of a given observation which may be determined by, for example, 

the average error of a determined parameter or a local determination coefficient. 
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3.  The use of the geographically weighted regression to evaluate 
the effect of public infrastructure on transaction prices of land

An attempt was made to evaluate the usefulness of the geographically weighted regression 

in analyses investigating the effect of public infrastructure on the prices and value of land. 

A market data survey was carried out in the city of Olsztyn. The information about transaction 

prices was provided by the Register of Property Prices and Values kept by the Olsztyn City 

Office. The analyzed transactions involved privately-owned, undeveloped land plots, zoned for 

housing construction and traded in 2009–2011. The acquired data were processed, non-market 

transactions were excluded, and a final database of 298 transactions was compiled for the needs 

of the analysis. The location of traded properties is presented in Figure 3. 

Fig. 3.  Spatial location of land plots traded in Olsztyn in 2009–2011 (represented by dots)
Source:  own research.
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In addition to the location, a variety of other factors affect transaction prices and may be 

included in the model. Due to space constraints this article focuses solely on the effect that public 

infrastructure has on property prices. The omission of other explaining variables could affect 

the results, but the sole aim of this study was to verify the effectiveness of the geographically 

weighted regression method. 

The location of public infrastructure utilities was determined based on the updated digital 

map of Olsztyn. The values of attributes characterizing public utilities were calculated in 

a spatial analysis (buffer zones were created around sections of infrastructure networks) using 

the ArcGIS software. For every utility service (w, e, s, g), the value of the explaining variable 

was set at zero on land plots situated within a 10 m radius from the infrastructure network. Land 

plots located within a 50 m distance from a utility point were assigned the value of 0.5. In the 

remaining cases, the value of the explaining variable was set at 1. It was assumed that a typical 

property has full utility access (the value of attributes for every utility service was zero).

The global model was estimated by the least squares method to produce the following 

results (Table 1).

Table 1. Results of a multiple regression analysis (global model)

R2 = 0.287 F(4.293) = 29.451 p < 0.0001 
Standard error of estimate: 88.346

β St. error β p
Y-intercept 291.818   7.840 0.000
Water –91.413 23.692 0.000
Electricity 8.279 22.377 0.712
Sewerage –8.849 21.819 0.685
Gas –37.680 23.833 0.115

Source:  own study.

Mains water supply was the only significant attribute at the significance level < 0.05. This 

parameter had a nearly 40% influence on the average unit price of PLN 230.72/m2.

When applied to the real estate market, global multiple regression models rarely meet 

formal and statistical requirements. The presumed linear character of correlations, mutual 

correlations between explaining variables and low stability of estimated relations produce results 

that are not highly reliable. Similar problems may be encountered when the GWR models are 

applied. In this case, however, numerous models are developed, and at least some of them meet 

standard requirements and can be reliably applied to evaluate the effect of selected property 

attributes on property prices. 
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The geographically weighted regression models were estimated with the use of the ArcGIS 

application. The relevant weights were calculated using the formula (5), and the bandwidth was 

determined based on the AICc criterion. The results are presented in Table 2.

Table 2. General results of the geographically weighted regression analysis

β0 β 1 β 2 β 3 β 4 Local R2

Min 237.217 –131.125 –46.701 –243.402 –222.077 0.055
Max 364.714 86.689 112.388 54.417 118.085 0.582
Average 299.958 –65.456 –12.864 –47.313 –20.550 0.338

Source:  own study.

From a group of 298 models for calculating the effect of public utility services on transaction 

prices, only those models that met basic evaluation criteria were selected, i.e. a negative sign 

Fig. 4.  Histograms of relative indicators characterizing the effect of public utility services 
(water, electricity, sewer and gas) on transaction prices

Source:  own study.
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before parameter β, relative to the adopted evaluation scale (the higher the grade, the fewer 

public utilities in the analyzed land plot). Absolute values of the modeled parameters were not 

compared or averaged due to a relatively large area of the analyzed market and, consequently, 

significant variations in land prices. A quota increase in price resulting from the availability of 

public utilities would differ in land plots with unit prices of PLN 100/m2 and PLN 300/m2. For 

this reason, the price-forming effects of infrastructure were determined with the use of relative 

indicators calculated according to the formula (12). An analysis of every GWR model produced 

a series of independent results. They were used to develop empirical probability distributions 

(histograms) of relative indicators which characterized the effect of every public utility on 

transaction prices (Figure 4). 

The relative effect of every public utility service was determined using the formulas (12) 

and (13), and the inverse of the relative average error of the estimated parameter was adopted as 

the weight. The results of the analysis are presented in Table 3.

Table 3. The effect of public utility services 
on transaction prices in percentage terms

Utility Relative effect on transaction prices (%)

Water –26.21
Electricity   –8.95
Sewerage –27.34
Gas –30.05

Source:  own study.

Negative values are a reflection on the adopted evaluation scale. For example, the price 

of a land plot without mains water supply is likely to be more than 26% lower than the price 

of a property with direct access to this public utility service. The total effect of the analyzed 

utilities on transaction prices will reach:

 3401
1

.
k

i
ip   (14)

The above implies that the prices of land plots where public utility services are not available will 

be approximately 66% lower than the prices of property with full utilities access.
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Conclusions

Transaction prices and price change trends on the real estate market are significantly 

influenced by local factors, in particular the location of property. The impact of location on real 

estate prices obstructs the analyses of cause-and-effect relationships between property attributes 

and transaction prices. The geographically weighted regression supports the modeling of local 

correlations, and it largely eliminates the influence of location on property prices. 

The evaluation of the effect of public utility services on property prices indicates that the 

geographically weighted regression is a useful tool for the real market analyses. The discussed 

example serves only a methodological purpose, which is why other factors such as shape and 

area were not taken into account. Models where the applied weights were determined by spatial 

correlations between the studied objects could produce superior results to classical regression 

models. 

The article focused primarily on an utility service treated as an example of a factor having 

effect on prices. In the process of the real estate market analysis it is necessary to take into 

consideration the fact that price is being shaped under the influence of many other factors which 

are not related to location, such as the economic, demographic or social ones. When we treat 

location as one of the main price influencing factors, we also have to consider advantages and 

inconveniencies connected for example with access to public transportation, schools, shops or 

green areas.

The geographically weighed regression helps evaluate the selected attributes’ effect on 

transaction prices. The discussed method can also be used to analyze the spatial variation 

of different phenomena on the property market, so it is a valuable tool in the real estate 

management. The information about spatial variation patterns present on the market is 

particularly useful in the process of planning local development strategies, zoning plans and 

real estate tax planning. 

Notes

1 Kulczycki, Ligas (2007).
2 Charlton, Fotheringham (2009).
3 Simpson (1951).
4 Swamy (1971); Caseti (1972); Anselin (1988); Haining (2003).
5 Tobler (1970).
6 Charlton, Fotheringham (2009).
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7 Ibidem.
8 Ibidem.
9 Brunsdon et al. (1999); Brunsdon et al. (2000).
10 Akaike (1973); Hurvich et al. (1998).
11 Brunsdon et al. (2000).
12 Fotheringham et al. (2002); McCord (2012); Kulczycki, Ligas (2007).
13 Bitner (2007).
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