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Abstract: The paper presents identifying success factors in new product development and selecting new 
product portfolio. The critical success factors are identified on the basis of an enterprise system, including 
the fields of project management, marketing and customer’s comments concerning the previous products. 
The model of measuring the success of a product includes the indicators such as duration and cost of product 
development, and net profit from a product. The proposed methodology is based on identification of the rela-
tionships between product success and project environment parameters with the use of artificial neural net-
works and fuzzy neural system that is compared with the results from linear model. The presented method 
contains the stages of knowledge discovery process such as data selection, data preprocessing, and data min-
ing in the context of an enterprise resource planning system database. The illustrative example enhances 
a performance comparison of intelligent systems in the context of data preprocessing. 

Keywords: project management, new product development, knowledge acquisition, data mining, ERP sys-
tem. 

 

1 Introduction 
 

New product development (NPD) is one of the most 
important processes in maintaining a company’s com-
petitive position and continuing business success. New 
products and innovations impact on sales volume, em-
ployment, technological process, and economic pro-
gress. Contribution of NPD to the growth of the com-
panies, its influence on profit performance, and its role 
as a key factor in business planning has been widely 
considered [e.g. 1-3]. Nevertheless, it is still reported 
that the success rate of product development projects is 
unsatisfactory, with more cost and time than expected 
having been consumed to achieve the project goals. 

The main reasons why most companies have failed 
in the development of new products derive from extrin-
sic and intrinsic problems. Extrinsic problems include 
flops in the market, changes in regulations or simply 
competition develops product first [4]. Intrinsic prob-
lems concern the limited resource constraints (e.g. tem-
poral, financial, and human) and result in the difficul-
ties to meet the project goals, including product innova-
tiveness. Unsatisfactory success rate of product devel-
opment projects can also be considered from the per-
spective of inherent feature of NPD, that is, it is a rela-

tively risky activity [5], as market competition 
and product technology advancement are often intense 
[6]. 

Although the success of a new product depends on the 
environmental uncertainties that are beyond a firm’s 
control, companies should take into account both exter-
nal and internal indices that can impact on the product 
success. Internal indices can be acquired from compa-
ny’s databases, including Enterprise Resource Planning 
(ERP) system, project management software, customer 
relationship management system, etc.  

The proper choice of critical success factors and met-
rics can improve the accuracy of new product evalua-
tion, determine an optimal set of new products for de-
velopment, more effectively use the company’s re-
sources, and finally reduce an unnecessary cost. A key 
challenge faced by new product development projects 
is how to acquire knowledge, sustain success rate 
among the products, and manage the project in order 
to reduce the risk of failure of the product [4]. 

This study aims to develop an approach that identifies 
the relationships between the success of a product 
and the key factors that are stored in an enterprise 
information system and that influence on this success.
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Figure 1. Use of ERP software in large enterprises in the EU countries in 2013 (in %) 

(source: [10]) 
 

This approach takes into account data of the previous 
projects that can be retrieved from an ERP system, 
including the fields such as marketing and sales, pro-
duction, project management and the customers’ com-
plains. The identification of patterns from an ERP da-
tabase uses computational intelligence techniques, such 
as the artificial neural networks and fuzzy neural sys-
tem. The sought relationships are used for estimating 
the success rate of the products that are considered for 
development, and proposing such changes in project 
environment that can increase the chance to develop 
a successful product. The set of potential products for 
development is determined with the use of integer pro-
gramming taking into account the company’s con-
straints. 

The novelty of this research concerns the proposed 
model of measuring product success that is adjusted 
to the structure of an ERP system. The proposed ap-
proach has several advantages such as the low effort 
of data retrieval (the data are accessible in an ERP sys-
tem) and creating new ideas for product development 
on the basis of customers’ complaints, requirements, 
comments that are registered in an ERP system. 
The proposed methodology is based on computational 
intelligence techniques that enable pattern recognition 
in the large databases but also require preprocessing 
of data. Therefore, the aspect of data preprocessing is 
enhanced in this study. 

The remaining sections of this paper are organized 
as follows: section 2 presents the literature review re-
garding enterprise resource planning systems 
and measurement of product success. A model 
of measuring product success with the use of an ERP 
database is presented in section 3. The proposed meth-
od of product portfolio selection is shown in section 4. 
An example of the proposed approach, which includes 
a comparison between intelligent systems and linear 
model for estimating the success of a product, is illus-
trated in section 5. Finally, some concluding remarks 
are contained in section 6. 

 
2 Literature review 
2.1 Enterprise resource planning systems 
 
In recent years, the advancement of information tech-
nology in business management processes has placed 
ERP system as one of the most widely implemented 
business software in various enterprises. ERP systems 
help to collect, operate, and store data connected with 
the daily business processes in an enterprise (e.g. cus-
tomer orders, goods receipts) [7-9]. The use of an ERP 
system is especially widespread in the large- and medi-
um-sized enterprises (see Fig. 1 and Fig. 2), where 
the enormous number of business processes appears. 
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Figure 2. Use of ERP software in medium enterprises in the EU countries in 2013 (in %) 

(source: [10]) 

 
An ERP system is an integrated information technology 
(IT) that uses common databases and consistent cross-
functional information flow to allow companies 
to integrate information from different departments 
and locations [11]. The primary task of an integrated 
system is to maintain the data flow of an organization 
and to reduce the redundancy [12-13]. An ERP system 
can also be considered as the seamless integration of all 
the information flowing through the company such 
as finances, accounting, human resources, supply chain, 
and customer information [14]. Main objectives 
for an ERP system implementation are connected with 
maximization of business process effectiveness, data 
analysis, system use, organizational IT competence, 
productive working relationships, information richness 
and security, as well as minimization of information 
dispersion. These objectives aim to minimize cost 
and maximize customer relationship effectiveness, 
and product and services improvement [13]. 

New product development process can be supported by 
project management software in the form of an alone 
IT tool (e.g. Microsoft Project) [15-16] or an integrated 
approach such as an ERP system [8-9]. In the case 
of new products that are only small-scale modifica-
tions, there is possibility to use the past project parame-
ters and other ERP attributes (e.g. marketing cost, pro-
duction cost, customer complaints) in order to seek 
the relationships among the data. These relationships 
aim at improving estimation quality for duration 
and cost of new product development, and the success 
of a product. 

2.2  Measurement of product success 
 
The definition of a successful project is in the various 
ways considered in the literature [e.g. 17-19]. As meas-
uring criteria, the fulfillment of a fixed goal, the com-
pliance with budget progress, or achieving 
an acceptable level of performance were used in past 
studies. Pinto and Mantel identified three aspects 
of project performance as benchmarks for measuring 
the success or failure of a project: the implementation 
process, the perceived value of the project, and client 
satisfaction with the final product [20]. Freeman 
and Beale identified seven main criteria to measure 
projects success: technical performance, efficiency 
of execution, managerial and organizational implica-
tions (mainly customer satisfaction), personal growth 
and a manufacturer’s ability, business performance, 
project termination, and technical innovativeness [21]. 
Cooper and Kleinschmidt presented the multidimen-
sional nature of NPD performance with 10 measures 
[22]: success rate, percent of sales, profitability relative 
to spending, technical success rating, sales impact, 
profit impact, success in meeting sales objectives, suc-
cess in meeting profit objectives, profitability relative 
to competitors, and overall success.  

Lipovetsky et al. defined four dimensions for measur-
ing the success of various projects [23]: meeting design 
goals, benefits to the customer, benefits to the develop-
ing organization, and benefits to the defense and na-
tional infrastructure. 
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Table 1. The criteria for measuring product success 
(source: [19–25])  

Authors Criteria 

Pinto and Mantel 

(1990)  

 

The implementation process 

The perceived value of the project 

Client satisfaction with the final product 

Freeman and Beale  

(1992)  

Technical performance 

Efficiency of execution 

Managerial and organizational implications 

Personal growth and a manufacturer’s ability 

Business performance 

Project termination 

Technical innovativeness 

Cooper and Kleinschmidt  

(1995)   

Success rate 

Percent of sales 

Profitability relative to spending 

Technical success rating 

Sales impact 

Profit impact 

Success in meeting sales objectives, success in meeting  
profit objectives, profitability relative to competitors,  
overall success 

Lipovetsky et al. 

(1997) 

Meeting design goals 

Benefits to the customer 

Benefits to the developing organization 

Benefits to the defense and national infrastructure 

Sounder and Song 

(1997)  

Sales 

Market share 

Return on investment 

Profit 

Customer satisfaction 

Contribution to technology leadership 

Contribution to market leadership 

Sun and Wing 

(2005)   

Clearly defined target market 

Implementation of quality standards, clear project goal, consider 
issues at early stage 

Internal communication within the project team 

Delivery of new product to customers on time, right time 
to launch, competitive product cost 
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Table 1 (cont.). The criteria for measuring product success 
(source: [19–25])  

Wei et al. 

(2008)   

Proficiency of pre-development 

Proficiency of the whole process 

Proficiency of scheme 

Proficiency of development 

Proficiency of market launch 

 
Sounder and Song proposed seven criteria in making 
overall judgments about the new product development 
in the context of actual performance versus the original 
expectations [24]: sales, market share, return on in-
vestment, profit, customer satisfaction, contribution 
to technology leadership, and contribution to market 
leadership. Sun and Wing identified the product suc-
cess with clearly defined target market, project goal, 
internal communication, right time to launch, and com-
petitive product cost [19]. In turn, Wei et al. considered 
the new product development (NPD) project success as 
the proficiency of pre-development, scheme (the well-
defined new product performance and NPD project 
target), whole process, development, and market launch 
[25]. Table 1 presents the different approaches 
for evaluating the success of a project. 

New product development is a complicated and time-
consuming process in which several different activities 
are involved. Sun and Wing presented the NPD process 
in the context of the following phases: ideas generation 
and conceptual design, definition and specification, 
prototype and development, and commercialization 
[19]. In turn, Cooper and Kleinschmidt presented four 
main aspects of NPD process which bring positive 
influences for NPD project success [22]: the clear defi-
nition of product before development begins (including 
product concept and target market), the high quality 
preparatory work (including the detailed technical 
and market-oriented feasibility studies, and a commer-
cial evaluation of the NPD project), the clear orienta-
tion of NPD process to market (including market re-
search activity and competition observation), and the 
existence of a high quality NPD process control. 
All these aspects are critical for the NPD project suc-
cess; however, the focus on the early phases of NPD 
project can reduce the cost in the further phases. 

Literature review on the product success metrics sum-
marized in Table 1 shows that most of the proposed 
approaches are based on the evaluation of multiple 

criteria. From the company perspective, it is especially 
important to determine such critical success factors 
that can be retrieved from an internal database 
and that enable the decision to terminate the unpromis-
ing projects before the beginning of the NPD process. 
In this study, measuring the success of a product 
is based on quantitative criteria concerning marketing, 
production and project performance for which data 
is stored in an ERP system. The issue of the data re-
trieval from an enterprise system to evaluate a NPD 
process is neglected in the above approaches. This is 
the motivation to develop a model of measuring the 
success of a product that is based on an ERP database. 

 

3 Model of measuring product success on the 
basis of an ERP database 

 

The enterprise systems generate routinely an enormous 
amount of data according to the business processes 
in a company. As the amount of available data in com-
panies becomes greater and greater, companies have 
become aware of an opportunity to derive valuable 
information from their databases, which can then be 
used to improve their business [26]. The process 
of identifying valid, novel, potentially useful, and ulti-
mately understandable patterns in data is known as 
knowledge discovery [27]. The knowledge discovery 
process includes the stages such as data selection, data 
preprocessing, data transformation, data mining, 
and interpretation (evaluation) of the patterns identified 
[9, 27]. 

Analysis of the data and knowledge acquisition 
with the use of manual methods is slow, expensive, 
subjective, and prone to errors. Hence, there is a need 
to automate the process through using data mining 
techniques. The most commonly used tasks in data 
mining include classification, clustering, associations, 
visualization, summarization, deviation detection, link 
analysis, and estimation that is further considered. 
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Figure 3. Input–output system of NPD process improvement 

(source: own elaboration) 
 

The proposed model consists of variable that describes 
the product’s success (output data) and variables 
that are suspected of having a significant impact on this 
success (input data). The model has been elaborated 
on the basis of the previous studies that included obser-
vation of successful companies and confrontation with 
literature (see Table 1), as well as from the perspective 
of data stored in an enterprise system (e.g. ERP 
and CRM1 system, project management software). 

The success of a product can be measured in profit 
growth, export rate, success rate of new products, mar-
ket share, etc. Taking into account the product lifetime 
and return on product development expense, as the 
output variable and the measure of the product success, 
the average net profit from a product per month is cho-
sen. In turn, the input variables are classified into 
the fields such as marketing, customer, project man-
agement, and finance. Performance indicators (input 
variables) for marketing perspective include duration 
of marketing campaign of the product and cost of mar-
keting campaign of the product; for customer perspec-
tive - number of customer’s complains (requirements, 
comments) for the previous products that have been 

                                                 
1 Customer Relationship Management, denoting strategies 
and software that enable a company to organize and optimize its 
customer relations. 

used to developing a new product; for project manage-
ment perspective - number of employees who directly 
develop a new product (project team members), num-
ber of activities in the project, percentage of existing 
parts used in new products; for finance perspective - 
production cost of the product. These variables can be 
retrieved from an enterprise system database. Figure 3 
presents input–output system for measuring the success 
of a product, and consequently, for improving the NPD 
process. 

The presented model is based on the assumptions such 
as access to data of past successful and unsuccessful 
NPD projects, including their cost, duration, team 
members, and current market position of a product. 
The model enables the identification of relationships 
between the success of new product and the key factors 
in the field of project management that influence 
on this success, and it can be considered in terms 
of learning from the past experiences to improve 
the success of products in the development process. 

NPD Process 
Improvement 

INPUT 

–  Duration of marketing  campaign of 
 the product 

–  Cost of marketing campaign  
 of the product 

– Number of customer’s  complains  

–  Number of project team 
 members  

–  Number of activities  
 in the project 

–  Percentage of existing parts 
 used in new products 

–  Production cost of the product 

–  Duration of product 
 development 

–   Cost of product development 

OUTPUT 
 

Net profit  
from a product 
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Figure 4. Framework of product portfolio selection 

(source: own elaboration) 
 

The solution of the considered problem includes seek-
ing answers to the following questions: is there a sig-
nificant relationship between the marketing and project 
management parameters and the success of a product? 
Are accessible resources in company to improve 
the effectiveness of project management, and finally, 
the success rate? What parameters should have 
the current projects to increase their chances for the 
success? What is a set of input variables that impacts 
the strongest on the output variable? 

The sought relationships can indicate the directions 
of improvement of products that are in the development 
process and, as a result, increase the chance to develop 
a successful product and support the success rate from 
new products in a company. The pattern identification 
from an ERP database requires using the specific 

knowledge discovery methods that are adjusted to the 
characteristics of an ERP system. A method for seeking 
the relationships among ERP parameters, selecting new 
product portfolio, and obtaining the answers to the 
above questions is presented in the next section. 

 
4 Method for product portfolio identification 
 
The method consists of the following phases: data se-
lection from an ERP database by analysts, data prepro-
cessing, data mining and identification of patterns (rule 
base) with the use of the artificial neural networks 
(ANN) and the adaptive neuro-fuzzy inference system 
(ANFIS), and selection of the most promising new 
products to the project portfolio. Figure 4 illustrates the 
phases of the proposed method. 

ERP Database 

Decision-
maker 

Data mining 

ANN, ANFIS 

Rule base  

New product portfolio Estimation of new product 
performance 

Data preprocessing  

Analyst 

Data selection  
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The use of ANN and ANFIS requires preprocessing 
the data that is retrieved from ERP systems [28–30]. 
One of the feature reduction methods is principal com-
ponent analysis (PCA) that reduces the dimension 
for linearly mapping high dimensional data onto a low-
er dimension with minimal loss of information. Data 
preprocessing has been performed with the use of PCA 
that is the best, in the mean-square error sense, linear 
dimension reduction technique [31]. In the next step, 
the relationships among the chosen variables are sought 
with the use of ANN and fuzzy neural system. 

Pattern discovery from databases requires some data 
mining techniques that cope with the description 
of relationships among data and that solve the problems 
connected with, for example, classification, regression, 
and clustering. These techniques include neural net-
works, fuzzy sets, rough sets, time series analysis, 
Bayesian networks, decision trees, evolutionary pro-
gramming and genetic algorithms, etc. The ANN 
and fuzzy logic are complementary technologies 
and powerful design techniques that can be used in the 
identification of patterns from within a large database 
and noisy data that is common for an ERP system. 

ANN are an important class of tools for quantitative 
modeling. Nowadays, ANN are treated as a standard 
data mining tool and used for many data mining tasks 
such as pattern classification, time series analysis, pre-
diction, and clustering. Neural networks are computing 
models for information processing and are particularly 
useful for identifying the fundamental relationship 
among a set of variables or patterns in the data. The 
popularity of neural networks is due to their powerful 
modeling capability for pattern recognition. Among 
characteristics of ANN that make them suitable and 
valuable for data mining are the lack of several unreal-
istic a priori assumptions about the underlying data 
generating process and specific model structures, non-
linearity of ANN models, ability of solving problems 
that have imprecise patterns or data containing incom-
plete and noisy information with a large number 
of variables. This fault tolerance feature is appealing 
for data mining problems because real data is usually 
noisy and does not follow clear probability structures, 
which are typically required by statistical models [32]. 

The fuzzy neural system has the advantages of both 
neural networks (e.g. learning abilities, optimization 
abilities and connectionist structures) and fuzzy sys-
tems (simplicity of incorporating expert knowledge).  

As a result, it is possible to bring the low-level learning 
and computational power of neural networks into fuzzy 
systems and also high-level human like IF–THEN 
thinking and reasoning of fuzzy systems into neural 
networks. The behavior of a fuzzy neural system can be 
represented by a set of humanly understandable rules 
or by a combination of localized basis functions associ-
ated with local models, making them an ideal frame-
work to perform nonlinear predictive modeling [33]. 
One well-known structure is the ANFIS that enables 
the nonlinear modeling, simulation, and forecasting. 

The success of a product is estimated with the use 
of the relationships identified (rule base) and further 
used to select the most promising products for devel-
opment. This product portfolio takes into account 
the constraints (financial, temporal, personal, etc.) 
and can be determined with the use of the constraint 
programming [34–39]. In the process of choosing 
the optimal product portfolio, the decision maker can 
be involved through the weights preferred for the crite-
ria considered. The next section presents an example 
of the use of the proposed approach to identify net 
profit value for products and select the optimal product 
portfolio for development. 

 
5 Illustrative example 
 
The illustrative example consists of three parts that 
refer to the presented methodology: 

 description of the variables used to carry out 
the analysis, 

 identification of the relationships between input 
variables and the success of a product, 

 determination of the optimal product portfolio 
for the development process. 

 
5.1 Description of the variables used in the example 
 
The output variable is net profit from a product that is 
treated as a measure of product success. The input vari-
ables concern the fields of marketing, project manage-
ment, research and development (R&D), and produc-
tion that can be retrieved from an enterprise’s internal 
database, for instance, an ERP system. 
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Table 2. Planned values of input variables for new product projects 
(source: own elaboration) 

Input variable P1 P2 P3 P4 

I1 26 19 33 37 

I2 86 68 102 115 

I3 25 13 29 32 

I4 9 4 7 12 

I5 60 35 71 84 

I6 0.45 0.67 0.34 0.25 

I7 0.14 0.21 0.39 0.59 

I8 26 15 29 36 

I9 54 27 69 78 

 
Taking into account the literature review of measuring 
product success, the following input variables have 
been chosen: 

 period of marketing campaign of the product (I1), 

 cost of marketing campaign of the product (I2), 

 number of customer’s complaints for the previous 
products that have been used to develop a new 
product (I3), 

 number of employees who directly develop a new 
product (I4), 

 number of activities in the NPD project (I5), 

 percentage of existing parts used in a new product 
(I6), 

 unit cost of production for the product (I7), 

 period of product development (I8), 

cost of product development (I9).The success of new 
product is estimated on the basis of the parameters 
of the previous NPD projects. There are sought 
the relationships between the above-described input 
variables and net profit from a product. Moreover, 
some input variables can be used to estimate the period 
of product development {I3, I4, I5, I6}, and the cost 
of product development {I3, I4, I5, I6, I8}. Let us as-
sume that the initial project portfolio includes the de-
velopment of four products {P1, P2, P3, P4}. The pro-
ject resources such as employees in R&D department 
and project portfolio budget are limited to 21 people 
and 148 monetary units. Table 2 presents the planned 
values of input variables for new products that are con-
sidered for the development process. 

5.2  Identification of relationships 
 
The identification of relationships between the input 
variables and net profit from a product has been sought 
with the use of intelligent systems such as the ANFIS 
and ANN. In order to eliminate the overtraining 
of ANFIS and ANN (too strict function adjustment 
to data) and to increase the estimation quality, the data 
set has been divided into learning (P1–P25) and testing 
sets (P26–P32).  

The results have been calculated in the Matlab® soft-
ware and presented in Table 3 as the root mean square 
errors (RMSE) for the learning and testing set. 
The results for ANFIS and ANN are compared with 
the average and linear model that is determined accord-
ing to the ordinary least squares method. 

In studies, a multilayer feed-forward neural network 
was trained according to the back-propagation algo-
rithm. Weights were optimized according to the Leven-
berg–Marquardt algorithm (LM) and gradient descent 
momentum with adaptive learning rate algorithm 
(GDX). The neural network structure was determined 
in an experimental way, by the comparison of learning 
and testing sets for the different number of layers 
and hidden neurons.  

The RMSE was calculated as the average of 20 itera-
tions for each structure of neural network with a num-
ber to the extent of 20 hidden neurons. 
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Table 3. Comparison of RMSE for different models 
(source: own elaboration) 

Model 

Without preprocessing With preprocessing 

Learning set Testing set Learning set Testing set 

ANN – GDX 70.22 67.77 26.40 24.22 

ANN – LM 45.79 43.41 9e–12 33.84 

ANFIS – hybrid 32.41 29.14 0.0004 27.14 

ANFIS – backprop (100 iterations) 35.89 27.46 0.407 26.98 

ANFIS – backprop (1000 iterations) 35.14 27.20 0.396 26.85 

Linear model 21.16 30.91 21.16 30.91 

Average 70.22 67.31 70.22 67.31 

In turn, ANFIS was trained according to subtractive 
clustering method by the use of the back-propagation 
and hybrid algorithm. After learning phase, the testing 
data was led to input of the fuzzy neural system 
to compare the RMSE for ANFIS and other models.  

Table 3 presents the RMSE in the learning and testing 
set for the different models in the aspect of data prepro-
cessing to illustrate the influence of this phase on pat-
tern identification with the use of intelligent systems. 

The results presented in Table 3 indicate that after pre-
processing the least error in the testing set has been 
generated with the use of the neural network trained 
according to the gradient descent momentum with 
adaptive learning rate algorithm. 

The ANFIS obtained better results for the learning set 
but a little worse results for the testing set than 
the neural network (GDX). In turn, the ANN trained 
according to the LM algorithm generated worse results 
than the ANFIS and the neural network (GDX). 
This can result from the overtraining of the neural net-
work in the learning phase and the lack of its ability 
to generalization. The results presented in Table 3 indi-
cate that the intelligent systems are able to generate 
better results after data preprocessing. This demon-
strates the importance of the proper choice of a learning 

algorithm for ANN and ANFIS, preprocessing the data, 
and the need of result comparison for different intelli-
gent systems that have ambiguous learning procedures. 
It is noteworthy that RMSE generated with the use 
of intelligent systems are smaller than RMSE for the 
average. The comparison of different forecasting mod-
els is especially recommended in the case of significant 
variance of an output variable. 

 
5.3  Determination of the optimal product  

portfolio  
 
The relationships between input and output data are 
stored in the structure of ANN and ANFIS. The fuzzy 
neural system identified 10 rules that have been used to 
compute the estimation of net profit for four products 
{P1, P2, P3, P4}. The values of input variables present-
ed in Table 2 were led to the trained ANFIS structure 
in order to calculate the forecasts of net profit for the 
considered products.  

Figures 5-8 illustrate the membership functions for the 
rules that are used for estimating of output variable. 
Net profit for products P1, P2, P3, and P4 equals 165, 
96.8, 192, and 240 monetary units, respectively. 
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Figure 5. Estimating output variable for product P1 

(source: own elaboration) 
 

 
Figure 6. Estimating output variable for product P2 

(source: own elaboration) 
 

 
Figure 7. Estimating output variable for product P3  

(source: own elaboration) 
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Figure 8. Estimating output variable for product P4 

(source: own elaboration) 

 
The assumed constraints (21 R&D employees for vari-
able I4 and 148 monetary units for variable I9) limit the 
number of products to a maximum of 3 out of 4. As the 
criterion of project selection, the planned net profit 
from new product has been chosen.  

From this point of view, the optimal product portfolio 
includes product P3 and P4. The presented analysis can 
be further extended towards the sensitivity analysis, 
what-if analysis or to obtain an answer to the question 
what values should have the input variables to reach the 
desired value of net profit from new product. This 
question can be considered in the context of the reverse 
approach [41, 42]. In order to obtain an optimal set of 
admissible variants, integer programming can be used. 
In the case of extensive search space, the processing 
time of calculations can be significantly reduced with 
the use of constraints programming techniques [34–40]. 

 
6 Conclusions 
 
The continuous development and launching of new 
products is an important determinant of sustained com-
pany performance. However, because of its inherent 
features, new product development is a relatively risky 
activity. Failed product development projects can de-
crease market share, profitability, and finally, lead 
to bankruptcy of a company.  

The rapid-evolving technology, the fast-changing mar-
kets and the more demanding customers, require devel-
oping high quality new products more efficiently 
and effectively. To ensure these requirements, the iden-
tification of the key success factors of product is need-

ed. As an ERP system stores the data connected 
with the various areas of business, including customers’ 
demand and NPD projects, its database can be used 
to seek the relationships between these areas and the 
success of a product. 

This paper presents the possibility of the use of an en-
terprise system database for the identification of rela-
tionships between the success of a product and the 
factors in the field of marketing, customer complaints, 
production, and project management. The relationships 
in an ERP database are sought with the use of artificial 
neural networks and fuzzy neural system that has been 
compared with the results from linear model. The iden-
tified relationships are applied for evaluating the suc-
cess rate for the products that are considered for the 
development process and selecting the most promising 
set of products. Moreover, the influence of data prepro-
cessing on pattern identification has been verified 
in this study. 

The proposed approach has several advantages such 
as the low effort of data retrieval (the data are accessi-
ble in an EPR system that is used by more and more 
enterprises) and creating new ideas for developing 
products on the basis of customers’ complaints, re-
quirements, and comments that are registered through 
customer relationship management system. 

Moreover, the recognized patterns can be the basis 
of a decision support system that helps the managers 
in selecting the most promising product portfolio 
and reducing the risk of unsuccessful product develop-
ment.
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The proposed approach gives new insights into 
the literature of pattern identification with the use 
of an enterprise system database that aims to improve 
development of new products, and finally, the success 
rate of products. On the other hand, the application 
of the proposed approach encounters some difficulties, 
for instance, collecting enough amounts of data from 
the past similar NPD projects and ambiguous rules 
for creating the artificial neural network structure 
and fuzzy neural system. 

Nevertheless, the presented approach seems to have 
the promising properties for acquiring information from 
an ERP system and improvement of the decision-
making process in the context of selecting new product 
portfolio. 
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