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Abstract: Scheduling manufacturing operations is a complicated decision making process. From the compu-
tational point of view, the scheduling problem is one of the most notoriously intractable NP-hard optimiza-
tion problems. When the manufacturing system is not too large, the traditional methods for solving 
scheduling problem proposed in the literature are able to obtain the optimal solution within reasonable time. 
But its implementation would not be easy with conventional information systems. Therefore, many re-
searchers have proposed methods with genetic algorithms to support scheduling in the manufacturing sys-
tem. The genetic algorithm belongs to the category of artificial intelligence. It is a very effective algorithm 
to search for optimal or near-optimal solutions for an optimization problem. This paper contains  
a survey of recent developments in building genetic algorithms for the advanced scheduling. In addition,  
the author proposes a new approach to the distributed scheduling in industrial clusters which uses a modified 
genetic algorithm. 
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1 Introduction 
 
Scheduling problem is an assignment problem, which 
can be defined as the assigning of available resources 
(machines) to the activities (operations) in such a man-
ner that maximizes the profitability, flexibility, produc-
tivity, and performance of a production system 
(Prakash  et al. [49). Scheduling of operations is one  
of the most critical issues in the planning and managing 
of manufacturing processes. The literature review indi-
cates that meta-heuristics may be used for the advanced 
scheduling in manufacturing systems and the genetic 
algorithm is one of the meta-heuristics that has attract-
ed many researchers. Therefore, the main objective  
of this paper is to present a survey of the recent devel-
opments of evolutionary-based methods for the ad-
vanced scheduling. The author has to arbitrarily select 
the most representative work known to them, because  
it is impossible to provide an exhaustive literature re-
view discussing every piece of work that has been done 
over the years.  

The survey is structured in the following way. At the 
beginning, an introduction to evolutionary algorithms  
is presented in Section 2. Section 3 contains an over-
view of recent developments in building the genetic 
algorithms for the advanced scheduling. This survey 
categorizes the literature according to shop environ-
ments, including parallel machines, flow shop, permu-
tation flow shop, job shop, flexible job shop, open job 

shop, and others. In Section 4, the author proposes  
a new approach to the distributed scheduling in indus-
trial clusters which uses a modified genetic algorithm. 
Finally, a discussion on the current research status  
and most promising paths of future research is present-
ed in Section 5. 
 
2 Genetic algorithm 
 
The genetic algorithm (GA) belongs to the category  
of evolutionary algorithm. Evolutionary Algorithms 
(EAs), a class of heuristic search techniques inspired  
to survival-of-the-fittest Darwinian evolution princi-
ples, work iteratively on a population of candidate solu-
tions of the given problem. The Darwinian metaphor is 
transformed in a stochastic search algorithm in which 
genetic crossover, mutation and selection processes are 
emulated with specific mathematical operators. Unlike 
some other efficient meta-heuristics, EAs are flexible 
and therefore they have been successfully applied to 
many single and multi-objective optimization prob-
lems.  

Evolutionary algorithms have three instantiations: ge-
netic algorithms (GAs), evolutionary programming 
(EP), and evolution strategies (ESs). Among them, 
genetic algorithms are probability the most well known 
and widely used (Guang and Hong [26]).  

Genetic algorithms are probabilistic search algorithms, 
which mimic biological evolution to produce gradually 
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better offspring solutions (Ying-Hua and Young-
Chang [59]). Each solution to a given problem can be 
encoded by a chromosome that represents an individual 
in a population. Each chromosome is made up  
of a sequence of genes from a certain alphabet.  
The alphabet can be a set of binary numbers, real num-
bers, integers, symbols, or matrices (Goldberg [25]). 
The representation scheme determines not only how 
effective the problem is structured, but also how effi-
cient the genetic operators can be used. The population 
is evolved, over generations, to produce better solution 
to the problem. The evolution of the genetic algorithm 
population from one generation to the next is usually 
achieved through the use of three operators that are 
fundamental in GA: selection, crossover, and mutation. 
The cycle of evaluation-selection-reproduction is con-
tinued until a termination criterion is reached.  
J.H. Holland in 1975 first described a GA, which is 
commonly called the classical genetic algorithm 
(CGA).  

 
2.1  Procedure of the classical genetic algorithm 
 
The overall procedure of the classical genetic algorithm 
is outlined below. 

Procedure: Classical genetic algorithm (CGA) 

Begin: 

 t ← 0; 

 initialise population P(t); 
 evaluate P(t); 
  While (not termination condition) do 
  Begin 
 t ← t + 1 
 select P(t) from P(t - 1) 
 recombine P(t) by crossover and mutation; 
 evaluate P(t); 

  End; 
End. 

The genetic parameters, namely number of generation, 
probability of crossover, probability of mutation, are 
optimised relating to the size of problems.  

In general, there are need the following basic compo-
nents to implement an evolutionary algorithm in order 
to solve a problem (Carlos and Coello [6]): 

1) a representation of the potential solutions to  
the problem; 

2) a way to create an initial population of potential 
solutions (this is normally done randomly, but de-
terministic approaches can also be used); 

3) an evaluation function that plays the role of the 
environment, rating solutions in terms of their ‘‘fit-
ness’’; 

4) a selection procedure that chooses the parents  
that will reproduce; 

5) evolutionary operators that alter the composition  
of children (normally, crossover and mutation); 

6) values for various parameters that the evolutionary 
algorithm uses (population size, probabilities of ap-
plying evolutionary operators, etc.). 

 
2.2  Representation 
 
In ordering problem using the genetic algorithm, criti-
cal issue is developing a representation scheme to rep-
resent a feasible solution. As mentioned above genetic 
algorithms work with a population of potential solution 
to a problem. A population is composed of chromo-
somes (i.e. a string), where each chromosome repre-
sents one potential solution. Traditional binary vectors 
used to represent the chromosome are not effective  
in such a large-scale dimension. During the last years, 
the following nine representations for the job-shop 
scheduling problem have been often proposed: opera-
tion-based representation, job-based representation, 
preference list-based representation, job pair relation-
based representation, priority rule-based representation, 
disjunctive graph-based representation, completion 
time-based representation, machine-based representa-
tion, random keys representation and others. A tutorial 
survey of job shop scheduling problem using different 
representation in genetic algorithm has been published 
by Cheng et al. [13].  

The most popular encoding methods are operation-
based representation, job-based representation and ran-
dom keys representation which are presented below. 

 Operation-based representation 

In the scheduling problem, the popular representation is 
operation-based method. This representation encodes  
a schedule as a sequence of operations and each gene 
stands for one operation. One natural way to name each 
operation is using a natural number. A schedule is de-
coded from a chromosome with the following decoding 
procedure (Cheng et al. [13]): (a) firstly translate  
the chromosome to a list of ordered operations;  
(b) then generate the schedule by a one-pass heuristic 
based on the list. The first operation in the list is sched-
uled first, then the second operation, and so on. Each 
operation is allocated in the best available time for the 
corresponding machine the operation requires.  
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Table 1. Example of 3-jobs and 3-machines  
(source: own study) 

Job 1 2 3 

Operation 1 2 3 1 2 3 1 2 3 

Processing time 2 5 3 4 3 2 2 3 4 

Machine 1 2 1 3 1 2 2 3 3 

 

 

 

 

 

Figure 1. Operation-based representation  
(source: own study) 

 

 

 

 

 

 

 

Figure 2. Decoded active schedule  
(source: own study) 

 
The process is repeated until all operations are sched-
uled. As an example, consider the 3-job 3-machine 
problem given in Table 1. Suppose a chromosome  
is given as [3 1 1 2 2 3 1 3 2]. Each gene uniquely indi-
cates an operation, and can be determined according  
to the order of occurrence in the sequence (see Fig. 1).  
Let ojim denote the ith operation of job j on machine m. 
The chromosome can be translated into a unique list  
of ordered operations of [o312 o111 o122 o213 o221 o323 o131 
o333 o232]. Operation o312 has the highest priority and is 
scheduled first, then o111 , and so on. The resulting 
active schedule is shown in Fig. 2 

 Job-based representation 

The popular encoding method is also the job-based 
representation. This representation consists of a list  
of n jobs and a schedule is constructed according to the 
sequence of jobs. For a given sequence of jobs,  
all operations of the first jobs in the list are scheduled 
first, and then the operations of second job in the list 

are considered. The first operation of the job under 
treatment is allocated in the best available processing 
time for the corresponding machine the operation re-
quires, and then the second operation, and so on until 
all operations of job are scheduled. The process is re-
peated with each of the jobs in the list considered in the 
appropriate sequence.  

Consider the 5-job 3-machine problem given in Ta-
ble 2. Suppose a chromosome is given as [5 4 2 3 1]. 
The first job to be processed is job 5. The operation 
precedence constraint for job 2 is [m1 m2 m3] and  
the corresponding processing time for each machine is  
[2 3 4]. Firstly, the operations of job 5 are scheduled. 
Then the job 4 is processed, its operations precedence 
among machines is [m3 m1 m2] and the corresponding 
processing time for each machine is [2 4 2]. Next,  
the jobs 2, 3 are processed. Lastly, the operations of job 
1 are scheduled as shown in Fig. 3. 
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Table 2 Example of 5 job on 3 machine  
(source: own study) 

Job 1 2 3 4 5 

Operation 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

Processing time 2 2 2 2 3 2 2 2 2 2 4 2 2 3 4 

Machine 3 1 2 3 1 2 2 1 3 3 1 2 1 2 3 

 

 

 

 

 

 

 

 

Figure 3. Jobs scheduling  
(source: own study) 

 
 Random key representation 

Random key representation encodes a solution with 
random number (Chen and Ji [11]). These values are 
used as sort keys to decode the solution. For n-job m-
machine scheduling problem, each gene (a random key) 
consists of two parts: an integer in set {1, 2, …, m}  
and a fraction generated randomly from {0, 1}.  
The integer part of any random key is interpreted as the 
machine assignment for that job. Sorting the fractional 
parts provides the job shop sequence on each machine.  

The rest of this paper presents a brief review  
of the literature which includes different encoding 
methods. 

 
2.3  Fitness function 
 
The newly created individuals are evaluated and as-
signed fitness values. Then, either all or only a subset 
of the current population is replaced by these new indi-
viduals. Thus, the evaluation includes compute fitness 
value, which is a measure of how well the individual 
optimizes the function. Test each individual uses  
the objective function. In other word, the fitness value 
is used to determine the selection probability for each 
chromosome. In proportional selection procedure,  
the selection probability of a chromosome is propor-
tional to its fitness value. Hence, filter chromosomes 
have higher probabilities of being selected to next gen-
eration.  

2.4  Crossover operator 
 
Crossover is an operation to generate a new chromo-
some (i.e. child or offspring) from two parents. It is the 
main operator of GA. During the past years, various 
crossover operators had been proposed such as partial-
mapped crossover (PMX), order crossover (OX), cycle 
crossover (CX), position-based crossover, etc. The two 
most popular crossover operators are partial mapped 
crossover (Liaw [32], Moon et al. [42]) and order 
crossover [Arroyo and Armentano [2], França et al. 
[18], Jolai et al. [29]). 

 Partial mapped crossover 

Partial mapped crossover was proposed by Goldberg 
and Lingle [24]. It can be viewed as a variation  
of two-cut-point crossover that incorporates a special 
repairing procedure to resolve possible illegitimacy. 
PMX has the following major steps: 

1) select two cut-points along the string at random; 
the substrings defined by the two cut-points are 
called the mapping sections; 

2) exchange two substrings between parents to produce 
proto-children; 

3) determine the mapping relationship between two 
mapping sections; 

4) legalize offspring with the mapping relationship. 
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 Order crossover 

Order crossover was proposed by Davis (17). It can be 
viewed as a kind of variation of PMX that uses  
a different repairing procedure. OX has the following 
major steps: 
1) select a substring from one parent at random; 
2) produce a proto-child by copying the substrings 

into the corresponding positions as they are  
in the parent; 

3) delete all the symbols from the second parent, 
which are already in the substring; the resultant se-
quence contains the symbols the proto-child needs; 

4) place the symbols into the unfixed positions of the 
proto-child from left to right according to the order 
of the sequence to produce an offspring. 

A survey of order crossovers can be found in the work 
of Cheng et al. [14]. 

 
2.5  Mutation 
 
Mutation is used to produce perturbations on chromo-
somes in order to maintain the diversity of population. 
In the literature, two main types of mutation operators 
named inversion mutation and insertion mutation are 
used (Zhang et al. [61]). Inversion mutation serves  
to maintain the diversity in population. Insertion muta-
tion is used not only to produce small perturbations but 
also to perform intensive search in order to find  
an improved offspring. Inversion mutation and inser-
tion mutation act on half of the population, respective-
ly. The mutations are described as follows: 

 inversion mutation inverts the substring between 
two different random positions, 

 insertion mutation selects two elements randomly 
and inserts the back one before the front one. 

 
2.6  Selection 
 
Selection is another important factor to consider  
in implementing GA. It is a procedure to select off-
spring from parents to the next generation. According 
to the general definition, the selection probability  
of a chromosome should show the performance meas-
ure of the chromosome in the population. Hence a par-
ent with a higher performance has higher probabilities 
of being selected to next generation (Chen et al. [12]).  

In the reproduction operation, there are two kind  
of well-known selection mechanisms: the roulette 
wheel selection (Chen and Ji [11]) and tournament 
selections (Vallada and Ruiz [57]). 

 Roulette wheel selection 

The roulette wheel selection can be visualized by imag-
ining a wheel where each chromosome occupies  
an area that is related to its value of objective function. 
When a spinning wheel stops, a fixed marker deter-
mines which chromosome will be selected to reproduce 
into the mating pool (Blanco et al. [4]). Such a selec-
tion mechanism needs more numerical computations.  

 Tournament selection  

The tournament selection is quite simple and suitable 
for checking whether a chromosome is reproduced  
or not according to its corresponding objective func-

tion. In the tournament selection, pr x N chromosomes 
with minimum objective functions are more added into 

the population, and correspondingly pr x N chromo-
somes with maximum objective functions are discarded 
from the population. The population still keeps  
the same size (Chang [9]). 

 
3 Application of genetic approach for advanced 

scheduling 
 
Scheduling plays an important role to implement effec-
tive operations management methods. But its imple-
mentation would not be easy with the conventional 
information systems (Chang [9]). During the past few 
decades, genetic algorithms have received a lot of at-
tention regarding their potential as global optimization 
techniques for complex optimization problems. There-
fore, a short literature review on the adaptation of ge-
netic algorithms to manufacturing operations is pre-
sented below. 

 
3.1  Parallel machines scheduling problem 
 
The problem can be described as follows: there are m 
machines in parallel where machines may be identical, 
or have different speeds or uniform, or completely 
unrelated. Each job can be performed on any of the 
machines (Allahverdi [1]). Several approaches were 
proposed to solve this kind of problems. For example, 
to solve the parallel machines scheduling problem  
a two-phase sub-population genetic algorithm was 
proposed by Chang et al. [10]. The algorithm is divided 
into two phases. The first phase applies subpopulations, 
which concentrates on specific search space and pre-
vents all individuals from converging to a local opti-
mal. Then, in order to explore the solution space 
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ignored or missed in the first phase, sub-populations 
are regrouped as a single big population. Each individ-
ual chromosome in this big population of the second 
phase is randomly assigned a weight value to explore 
more of the solution space. Experimental results are 
reported and the superiority of this approach is dis-
cussed. 

To solve the multiobjective scheduling model on paral-
lel machines (MOSP), a new parallel genetic algorithm 
(PIGA) based on the vector group encoding method 
and the immune method was proposed by Gao et al. 
[20]. Compared with other scheduling problems  
on parallel machines, the MOSP is distinct for the fol-
lowing characteristics:  

1) parallel machines are nonidentical; 

2) the type of jobs processed on each machine can be 
restricted; 

3) the multiobjective scheduling problem includes 
minimizing the maximum completion time among 
all the machines (makespan) and minimizing  
the total earliness/tardiness penalty of all the jobs.  

For PIGA, its three distinct characteristics are as fol-
lows: Firstly, individuals are represented by a vector 
group, which can effectively reflect the virtual schedul-
ing policy. Secondly, an immune operator is adopted 
and studied in order to guarantee diversity of the popu-
lation. Finally, a local search algorithm is applied  
to improve the quality of the population. Numerical 
results show that it is efficient, can better overcome 
drawbacks of the general genetic algorithm, and has 
better parallelism. 

A new encoding method in order to adapt the GA  
to non-identical parallel machine scheduling problem 
was also proposed by Balin S. [3]. The encoding meth-
od is as follows: The raw i of the matrix X consists  
of jobs to be processed on machine i. Raws are called 
‘‘genes’’ (g1, ... gi, ... gm) and they represent jobs to be 
processed on each machine; jobs to be processed  
on machine i are given by elements non-zero of gene i 
(x(i, j) = 1). The completion time of each machine i, 
(Ci), is equal to the sum of processing times of jobs to 
be processed on that machine; it is called as the ‘‘value 
of gene i’’ and it is defined by the following function: 

 m,...,1i),j,i(Px)j,i(x)g(f
n

1j
i  



 (1) 

In last years, a hybrid memetic algorithm for maximiz-
ing the weighted number of just-in-time jobs on unre-
lated parallel machines was also presented by Jolai  
et al. [29]. Unrelated parallel machines can be charac-

terized as machines that execute the same function but 
have different industrial unit may invest in related ma-
chines. A memetic algorithms (MA) is a genetic algo-
rithm hybridized with a local search (LS) procedure 
used to intensify the search process (Jolai et al. [29]). 
Besides, in the literature, a genetic algorithm for  
the unrelated parallel machine scheduling problem with 
sequence dependent setup limes was reported by Valla-
da and Ruiz R. [57]. 

 
3.2  Permutation flow shop scheduling problem 
 
The general flow shop scheduling problem is a produc-
tion problem where a set of n jobs have to be processed 
with identical flow pattern on m machines. In permuta-
tion flow shops the sequence of jobs is the same on all 
machines (Nagano et al. [44]). In other words, the per-
mutation flowshop scheduling problem (PFSP) consists 
in scheduling a set of n jobs on m machines in the same 
technological order, such that each job is processed  
on machine 1 in the first place, machine 2 in the second 
place, ... and machine m in the last place; the process-
sing time of job i on machine j is denoted pij.  

The most frequently used encoding for the PFSP is  
a simple permutation of the jobs. It is important to note 
that there are several additional conditions to this prob-
lem (Ruiz et al. [53]): 

 all operations are independent and available  
for processing at time 0, 

 all m machines are continuously available, 

 each machine i can process at most one job j  
at a time, 

 each job j can be processed only on one machine i  
at a time. 

The objective is to find a sequence (schedule) in which 
these n jobs should be processed on each of the m ma-
chines such that a given criterion be optimized (Jarboui 
et al. [27]). The most common criteria are the minimi-
zation of the total completion time of the schedule of-
ten referred to as makespan Cmax and the total flow time 
minimization. The PFSP has been extensively investi-
gated by the research community. For example, a ge-
netic local search algorithm for minimizing total flow 
time in the permutation flow shop scheduling problem 
was developed by Tseng and Lin [55] and Xu et al. 
[58]. The permutation flowshop scheduling problem 
with the objective of minimizing makespan was pre-
sented by Nearchou [45], Rajkumar and Shahabudeen 
[51], Nagano et al. [44], and Ruiz et al. [52, 53].  
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An effective memetic algorithm for solving multiobjec-
tive permutation flow shop scheduling problems with 
minimization of makespan and total flow time was 
considered by Chiang et al. [15]. The results of above 
mentioned study show that the proposed algorithms are 
very effective.  

 
3.3  Flow shop scheduling problem 
 
In general, the flow-shop scheduling problem (FSSP) is 
a strongly NP-hard combinatorial optimization problem 
that has captured the interest of a significant number  
of researchers (Nearchou [45]). The flow-shop schedul-
ing problem is one of the most well known problems  
in the area of scheduling. It is a production planning 
problem in which n jobs have to be processed in the 
same sequence on m machines. Most of these problems 
concern the objective of minimizing makespan i.e.  
the time between the beginning of the execution  
of the first job on the first machine and the completion 
of the execution of the last job on the last machine.  
To minimize the makespan is equivalent to maximize 
the utilization of the machines (Chen et al. [12]). 

The flowshop scheduling problem has been widely 
studied in the literature and many techniques for its 
solution have been proposed. Many authors have con-
cluded that genetic algorithms are suitable for this hard, 
combinatorial problem. For example, the flowshop 
scheduling problem with the objective of minimizing 
makespan was considered among other things by Fran-
ça et al. [18], Ruiz and Maroto [52, 53], Kim and Jeong 
[30], Rajkumar and Shahabudeen [51], Liao and Tsai 
[34].  

França et al. [18] suggested an evolutionary algorithm 
for scheduling a flowshop manufacturing cell with 
sequence dependent family setups. They proposed evo-
lutionary heuristic algorithms to minimize the make-
span in a pure flow shop manufacturing cell problem 
with sequence dependent setup times between families 
of jobs. The heuristic algorithms implemented are  
a memetic algorithm, a genetic algorithm and a multi-
start strategy. Computational results show that the pro-
posed algorithms are relatively more effective in mini-
mizing the makespan than the best known heuristic 
algorithm. The flow shop scheduling problem with  
the objective of minimizing makespan was also devel-
oped by Ruiz and Maroto [52]. They developed a ge-
netic algorithm for hybrid flow shops with sequence 
dependent setup times and machine eligibility. Numeri-

cal computation based on benchmarks demonstrated  
the effectiveness of the proposed method. An improved 
genetic algorithm with the objective of minimizing the 
makespan for the flow shop scheduling problem was 
also proposed by Rajkumar and Shahabudeen [51].  

Recently, some genetic algorithms have been devel-
oped for the multi-objective flow shop problem.  
For example, Arroyo and Armentano [2] presented  
a multi-objective genetic local search algorithm, which 
was applied to multi-objective flow shop problems  
in order to find an approximation of the Pareto optimal 
set. The algorithm is applied to the flow shop schedul-
ing problem for the following two pairs of objectives: 
(i) makespan and maximum tardiness; (ii) makespan 
and total tardiness. Computational results show that  
the proposed algorithm yields a reasonable approxima-
tion of the Pareto optimal set. Beside, Onwubolu  
and Davendra [47] developed a differential evolution 
algorithm for the flow shop scheduling problem in 
which makespan, mean flowtime, and total tardiness 
are the performance measures.  

3.4  Job shop scheduling problem  

The job shop scheduling problem (JSP) is well known 
as one of the most complicated combinatorial optimiza-
tion problems, and it is a NP-hard problem (Gao et al. 
[22]). 

The general job shop scheduling problem (JSP) with 
the makespan criterion can be described by a set of n 
jobs that must be processed on m machines. Each job 
composes of several operations, and the operations  
of a given job have to be processed in a given order. 
Each operation uses one of the m machines for a fixed 
duration. Each machine can process at most one opera-
tion at a time, and once an operation initiates pro-
cessing on a given machine, it must complete 
processing on that machine without interruption (Zhang 
et al. [60]). In general, the objective is to find the opti-
mal schedule of the operations on the machines, taking 
into account the precedence constraints, which mini-
mizes the makespan, i.e., the finish time of the last 
operation completed in the schedule (Gao et al. [19]). 

Many different approaches have been applied to JSP 
and a rich harvest has been obtained. The most im-
portant part of the literature concerning job shop 
scheduling problems is dedicated to single-criterion 
optimization. But, in practice, the use of multiple crite-
ria often enables one to compute more realistic solu-
tions for a decision maker working in production 
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planning. For this reason several works have recently 
tackled multi-objective job shop scheduling problems. 
A genetic algorithm for a multi-objective job shop 
scheduling problem that minimizes the mean weighted 
completion time and the sum of the weighted tardi-
ness/earliness costs simultaneously was developed  
by Tavakkoli-Moghaddam et al. [54]. 

Besides, an efficient memetic algorithm for solving  
the job shop scheduling problem can be found in the 
work of Gao et al. [22].  

Among various kinds of encoding methods, job-based 
encoding (Zhang and Wu [62]) and operations-based 
encoding (Zhang et al. [61]) are most often used for job 
shop scheduling problem. A genetic algorithm with 
new encoding scheme for job shop scheduling was 
developed by Wang et al. [56]. They proposed a novel 
genetic chromosome-encoding approach. In this encod-
ing method, the operation of crossover and mutation 
was done in three-dimensional coded space. Some big 
benchmark problems were tried with the proposed 
three-dimensional encoding genetic algorithm for vali-
dation and the results are encouraging.  

A genetic algorithm for job shop scheduling problems 
with alternative routings was also proposed by Moon  
et al. [42]. In this approach, the chromosome is com-
posed of two parts. The first part is for the assignment 
of alternative machines, and the second part is the rela-
tive processing order between jobs. The length of each 
chromosome is equal to the total number of operations. 
This genetic algorithm generated relatively good solu-
tions quickly. 

 
3.5  Flexible job shop scheduling problem 
 
Genetic algorithms are also used as an optimization 
tool for solving the flexible job-shop scheduling prob-
lem (FJSP). Flexible job shop scheduling problem is  
an extension of the classical job shop scheduling prob-
lem, which provides a closer approximation to a wide 
range of real manufacturing systems. In particular, 
there are a set of work centers in a flexible job shop. 
Each work center has a set of parallel machines with 
possibly different efficiency. An operation can be per-
formed by any machine in a work center. Consequent-
ly, this results in two problems. The first one is  
the routing problem (i.e., the assignment of operations 
to machines), and the second one is the scheduling 
problem (i.e., determining the starting time of each 
operation).  

The combination of the two decisions presents addi-
tional complexity and a new problem called flexible job 
shop scheduling problem (FJSP) (Gao et al. [19]).  

In the flexible job-shop scheduling problem, the objec-
tive is usually to minimize the makespan. For example, 
Zhang et al. [60] proposed an effective genetic algo-
rithm for the flexible job-shop scheduling problem with 
the minimization of makespan. 

Recently, some genetic algorithms have been devel-
oped for the multi-objective flexible job-shop schedul-
ing problems. For example, Gholami and Zandieh [23] 
proposed a genetic algorithm where the objectives are 
the minimization of two criteria, the makespan  
and the mean tardiness.  

The current work pursues research in which GA proce-
dure is combined with experts’ knowledge. FMS 
scheduling with knowledge based genetic algorithm 
(KBGA) was reported by Prakash et al. [49].  
The KBGA is a stochastic search technique with the 
inherent ability of GA and strength of knowledge  
to enhance the performance of system and algorithm 
concurrently. In this study, two objective functions 
known as throughput and mean flow time, have been 
taken to measure the performance of the FMS. 

In genetic algorithms for the flexible job-shop schedul-
ing problem, many different representations are used. 
For example, Gao et al. [21] proposed encoding method 
where every chromosome consists of a machine as-
signment vector V1 and an operation sequence V2.  
In this case, V1(r) represents the machine chosen  
to process the operation indicated at position r.  
The authors identify all operations of a job with the 
same sign; then, they interpret the signs according  
to the order of occurrences in the sequence of a given 
chromosome; therefore, each job i appears in the opera-
tion sequence vector (V2) exactly ni times to represent 
its ni ordered operations. The encoding method was 
adopted by Gholami and Zandieh [23] to schedule  
a dynamic flexible job shop with genetic algorithm. 
The same components i.e. machine selection and opera-
tion sequence (called MSOS), include the chromosome 
representation were proposed by Zhang et al. [60] (see 
Fig. 4).  

 

Figure 4. Structure of proposed MSOS chromosome 
(source: Zhang et al. [60]) 
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Figure 5. (a) A sample encoding and decoding of chromosome  
 (b) A sample encoding of alternative routing  

(source: Chan et al. [8]) 

An idea, namely genetic algorithms with dominant 
genes (GADG) in order to deal with FMS scheduling 
problems with alternative production routing was de-

veloped by Chan et al. [8]. It consists of Ni genes,  
and each gene consists of four parameters representing 
machine, job, operation, and domination (MJOD).  

Fig. 5a shows a sample encoding of a chromosome  
for the scheduling of three jobs on three machines,  
and each job possesses three operations with a total  
of nine genes. In Fig. 5a, the second gene (2330) repre-
sents that O3 of J3 is allocated on M2. It is not  
a DG as the D parameter denoted by 0, otherwise it will 
be denoted by 1.  

The production priority of jobs on machines  
is defined by the ordering, from the highest priority  
on the left to the lowest on the right. In this connection, 
O3 of J3 (the second gene: 2330) is scheduled before 
O2 of J1 (the third gene: 2120) on M2. However, since 
an operation can only start after its preceding operation 
is completed, O3 of J3 will not be considered until O2 
of J3 is finished. In this situation, the third gene (2120) 
O2 of J1 will be scheduled for production instead.  

A detailed production schedule is shown in figure 5a. 
In an FMS environment, assuming O3 of J3 can also be 
performed on M3, the second gene can be represented 
as (3330) as shown in Fig. 5b. 

An improved memetic algorithm to solve the job shop 
scheduling problem was also proposed in work of Gao 
et al. [22]. As mentioned above, the memetic algorithm 

is a genetic algorithm hybridized with a local search 
procedure used to intensify the search process.  
The flow chart of the proposed MA by Gao et al. [22] 
is shown in Fig. 6. The procedure of the MA is outlined 
as follows: 

 Step 1  

Generate initial population. Set parameters of GA in-
cluding population size, max iteration, mutation proba-
bility, crossover probability, etc. Then encode an initial 
solution into a chromosome. Repeat this step until the 
number of individual equals to the population size. 

 Step 2 

Apply the local search procedure to improve the quality 
of each individual. 

 Step 3 

Decode each individual of population to obtain  
the makespan corresponding with each individual.  
And compare them to obtain the best solution. 

 Step 4 

Check the termination criteria. If one of the criteria is 
satisfied, then stop the algorithm and output the best 
solution; otherwise, go to step 5. 

 Step 5 

Generate new population for the next generation. Ge-
netic evolution with three operators including selection, 
crossover and mutation is applied to create offspring 
for the next population. Following this, the algorithm 
goes back to step 2. 

 

 

 

 

J 3 O 2J 2 O 3M 3

J 3 O 3J 2 O 1J 1 O 3J 1 O 2M 2

J 3 O 1J 2 O 2J 1 O 1M 1

J 3 O 2J 2 O 3M 3

J 3 O 3J 2 O 1J 1 O 3J 1 O 2M 2
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Figure 6. Flow chart of the MGA  
(source: Gao et al. [22]) 

 

3.6  Open job shop scheduling problem 
 
An open shop scheduling problem (OSSP) can be stat-
ed as follows: There are n jobs to be processed on m 
machines. Each job consists of m operations where 
each operation can be done on only one of machines  
for a give process time. Each operation can be pro-
cessed on at most one machine at any time. On each 
machine at any time at most one operation can be done.  
The OSSP is the same as job shop scheduling problem 
(JSP), except there is no precedence relation between 
operations in the OSSP. In this way there will be more 
feasible combinations in the OSSP (Panahi and Tavak-
koli-Moghaddam [48]). 

Low and Yeh [35] developed a genetic algorithm-based 
heuristics for an open shop scheduling problem with 
setup, processing, and removal times separated.  

Their report proposes a solution to the open shop 
scheduling problem with the objective of minimizing 
total job tardiness in the system. In open job shop 
scheduling problem, there are two essential issues ad-
dressing all kinds of open shop scheduling problems: 
determining the routing for each job, and sequencing 
the jobs for each machine.  

Adequately, a permutation representation is presented 
to encode these two things into a chromosome.  
This representation encodes a schedule as an ordered 
sequence of job-machine combinations (operations), 
where each gene in a chromosome stands for an opera-
tion. In this representation, operations are listed  
in the order in which they are scheduled. A chromo-
some is merely a permutation of the number from 1  
to the total number of operations to be scheduled  
in the system.  

Consider a simple example with three jobs and three 
machines. Each job must be processed on every ma-
chine once; operations of a job can be processed in any 
order. A series of numbers from 1 to 9 is assigned to,  
each job-machine combination, as in Table 3. Thus  
a chromosome [6-3-1-4-9-7-2-8-5] can be decoded  
to routing for each job and a processing sequence  
on each machine, respectively. A feasible schedule is 
then determined as follows: 

Machine #1: Job 1-Job 2-Job 3 
Machine #2: Job 1-Job 3-Job 2 
Machine #3: Job 2-Job 1-Job 3 

  Start

Generate initial population

Local search

Evaluation

Selection

Crossover

Mutation

Termination
condition met?

Stop. (output solution).

Generate new population
for the next generation

Yes

No
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Table 3 Representation of job-machine combination  
(source: Low and Yeh [35]) 

Job 1 1 1 2 2 2 3 3 3 

Machine 1 2 3 1 2 3 1 2 3 

Number 1 2 3 4 5 6 7 8 9 

 

3.7  Hybrid approaches 
 
Currently, there is a research trend in the adaptation  
of hybrid approaches which combine different concepts 
or components of various techniques. The trends have 
been presented by Kobbacy et al. [31] in a very inter-
esting survey of applications of artificial intelligence 
techniques for operations management. 

They reported that several authors use genetic algo-
rithms to carry out an intelligent search by proposing 
alternative schedules and then using neural network  
to asses the quality and fitness of the schedule. Besides, 
fuzzy logic and genetic algorithms have been combined 
effectively for scheduling. 

A hybrid genetic algorithm was developed by Chen  
et al. [12] for the re-entrant flow-shop scheduling prob-
lem (RFS). In a RFS, all jobs have the same routing 
over the machines of the shop and the same sequence  
is traversed several times to complete the jobs. The aim 
of this study was to minimize the makespan by using 
the genetic algorithm (GA) to move from the local 
optimal solution to the near optimal solution for RFS 
scheduling problems.  

For the job shop scheduling problem, a hybrid evolu-
tionary algorithm was also presented in work of Zobo-
las et al. [64]. In their work, the optimization criterion 
is minimization of the makespan and the solution 
method consists of three components: a Differential 
Evolution-based algorithm to generate a population  
of initial solutions, a Variable Neighbourhood Search 
method and a Genetic Algorithm to improve the popu-
lation, the latter two are interconnected. Computational 
experiments on benchmark data sets demonstrate that 
the proposed hybrid metaheuristic reaches high quality 
solutions in short computational times using fixed pa-
rameter settings.  

Besides, a hybrid approach with an expert system and  
a genetic algorithm to production management in sup-
ply networks was also presented by Ławrynowicz [40, 
41]. 

 

3.8  Planning and scheduling problems 
 
Genetic algorithms have been also successfully imple-
mented to solve various planning and scheduling prob-
lems. For example, Lee et al. [33] developed advanced 
planning and scheduling with outsourcing in manufac-
turing supply chains. The proposed model considers 
alternative processes plans for different job types.  

Chen and Ji [11] proposed a genetic algorithm for dy-
namic advanced planning and scheduling with frozen 
interval. This paper investigates a dynamic advanced 
planning and scheduling (DAPS) problem where new 
orders arrive on a continuous basis. A periodic policy 
with a frozen interval is adopted to increase stability  
on the shop floor. A genetic algorithm is developed  
to find a schedule such that both production idle time 
and penalties on tardiness and earliness of both original 
orders and new orders are minimized at each reschedul-
ing point. The numerical results confirm that the pro-
posed methodology can improve the schedule stability 
while retaining efficiency.  

A hybrid approach for control problems in a node  
of the supply network was published by Ławrynowicz 
[39]. This approach takes into account the loops  
in supply networks. In this approach, the production 
planning problem is first solved, and then the schedul-
ing problem is considered within the constraints  
of the solution. The main objectives of this approach 
are to produce an Advanced Production Management 
(APRM) model that minimizes the makespan by con-
sidering alternative machines, alternative sequences  
of operations with precedence constrains, and outsourc-
ing.  

Fig. 7 shows the outline of the idea of planning  
and scheduling using an expert system and genetic 
algorithms. The first phase involves using a traditional 
approach combined with the genetic algorithm to pro-
duce a preliminary and possibly suboptimal schedule.  
The second phase uses a combination of an expert sys-
tem and a genetic algorithm to construct a detailed 
schedule according to the detailed production plan. 
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Figure 7. The outline of the idea of operations management using a genetic algorithm 
(source: Ławrynowicz [39]) 

 
As shown in Fig. 7, proposed hybrid system does not 
only offer short-term production planning and schedul-
ing to meet changing market requirements that can 
better utilize the available capacity of manufacturing 
systems, but also provides support for control. In this 
approach, the work-piece is one job. Each work-piece 
(i.e. job) has a unique priority indicator according  
to the order of the customer. The expert system creating 
detailed production plans takes into account  
the planned production orders and work-in process 
from the report. The report includes scheduled opera-
tions, which cannot be performed. In such situations, 
both kinds of orders – the parts of the production orders 
(from the report) and whole planned production orders 
– are an input to the expert system. The job requires 
different types of production resources. All resources 
are available in a limited capacity only. Detailed pro-
duction planning matches future production load  
and capacities by generating detailed plans that deter-
mine the flow of materials and uses of resources over  
a given planning horizon. In the era of supply network, 
decisions on the use of resources should concern both 
internal and external capacities; the internal flow  
of materials should be synchronized with the incoming 
and outgoing flows. Therefore, the expert system gen-
erates detailed production plans based on available 
resources of the supply network. The expert system 
creates a detailed production plan as follows. The first 

step involves updating the planned production orders. 
In the second step, a human expert determines the top 
limit of priority indicator for orders. In the third step,  
a human expert selects m-th machine (bottleneck).  
Then the expert system automatically works out a sum  
of requirement capacity for m-th machine. After ca-
pacity requirement evaluation, the expert system com-
pares the available capacity with capacity requirements.  
If the sum of requirement capacity is 70–100%  
of available capacity, then the expert system automati-
cally creates a production plan from orders with  
a priority indicator smaller than or equal to the top limit 
indicator. In other cases, during an interactive dialogue 
a human expert makes a decision: 

 is it possible to accept the sum of loads smaller 
than 70% of capacity of the machine? 

 is it necessary to use an alternative processing plan 
or outsourcing? 

 is division of lot-size possible? 

The expert system will generate a production order 
according to the answers of the human expert. Next,  
the genetic algorithm with the operation-based encod-
ing method is used. The proposed intelligent methods 
can be applied when there is a need to re-planning  
or re-scheduling. It is common knowledge that in  
a real-life factory there are often disruptions in produc-
tion.  
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In such situations, the expert system and genetic algo-
rithm executes re-planning and re-scheduling very 
quickly. In this experiment, the genetic algorithm was 
used the well-known roulette wheel selector and  
the next population was created using the partial match 
crossover (PMX) operator.  

 
3.9 Multi-factory scheduling problem 
 
Few researchers have considered methods with genetic 
algorithms to support scheduling in distribution manu-
facturing systems. Generally, distributed scheduling 
problems deal with the assignment of jobs to suitable 
factories and determine their production scheduling 
accordingly (Chan, et al. [7]). For example, Chan et al. 
[7] proposed an optimization algorithm named Genetic 
Algorithm with Dominated Genes (GADG) to solve 
distributed production scheduling problems with alter-
native production routings. In this approach, each 
chromosome represents a solution corresponding to:  

(i)  the allocation of jobs to factories,  

(ii)  the production priority of each job’s operation  
in each machine in the network.  

A chromosome is composed of genes. Each gene con-
sists of five parameters (i.e. FMJOD), representing: 

 Factory number (F),  

 Machine number (M),  

 Job number (J),  

 Operation number (O) of the job, and  

 Domination of the gene (D).  

Fig. 8a shows a sample coding of a chromosome for the 
allocation and scheduling of three jobs to two factories, 
in which each factory has three machines, and each job 
requires three operations for completion. Assuming 
each operation requires one unit of production lead 
time, the scheduling result is shown in Fig. 8b.  

In Fig. 8a, the first gene (11111) represents that O1 
(Operation 1) of J1 (Job 1) is allocated to F1’sM1 (Fac-
tory 1’s Machine 1), and it is a dominated gene denoted 
by 1. This coding can also be used to model alternative 
routings, for example the first gene can also be coded 
as (13111) to represent that O1 of J1 is allocated  
to F1’s M3, i.e. the J1O1 can be operated inM1 orM3. 
The scheduling priority of jobs into machines is defined 
by the ordering, from the highest priority on the left  
to lowest on the right.  

Therefore, Fig. 8a indicates that O1 of J1 (i.e. gene: 
11111) will be scheduled before O1 of J3 (gene: 
11311) in F1’s M1. For each operation, if its preceding 
operation is not yet allocated, it will not be considered 
until the allocation of its preceding one is done. The 
scheduling will then move to consider the next gene, 
such as the second one (12330). This gene (12330) will 
only be allocated after its preceding operation (gene: 
13320) has been allocated, as shown in Fig. 8b.  

a)  11111-12330-12120-13130-22210-21220-23230-
11311-13320 

b)  

Factory 1      

M1 J1O1 J3O1    

M2  J1O2   J3O3 

M3   J1O3 J3O2  

Factory 2      

M1  J2O2    

M2 J2O1     

M3   J2O3   

 1 2 3 4 5 

Figure 8. (a) A sample coding of chromosome 
(b) Scheduling result of sample chromosome 

(source: Chan et al. [7]) 

Dominated Gene (DG) indicates that this gene can 
increase the strength (fitness) of the chromosome. Ini-
tially, some genes in a new chromosome are randomly 
assigned to be dominated genes denoted by 1 in the  
D parameter of the chromosome, otherwise 0. Each 
chromosome may contain empty, 1, or more than  
1 dominated gene. During evolutions, only those DGs 
undergo crossover in each pair of parents to generate  
a pair of offspring. Each offspring reserves most  
of the genes from one of the parents and inherits only 
the DGs from another parent. If these inherited DGs 
make the offspring stronger than the parent, they will 
remain dominated in the offspring, otherwise they will 
become normal genes. This idea is to identify and rec-
ord the best genes, and ensure they will be passed  
to the offspring. GADG implements the idea of adap-
tive strategy. In this approach, a new crossover mecha-
nism named dominated gene crossover has been 
introduced to enhance the performance of genetic 
search, and eliminate the problem of determining  
an optimal crossover rate. A number of experiments 
have been carried out. The results indicate that signifi-
cant improvement could be obtained by the proposed 
algorithm.  
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Figure 9. Relationships among jobs, resources, and factories 
(source: own study) 

Beside, an integration of the genetic algorithm and 
Gantt chart (GC) for job shop scheduling in distributed 
manufacturing systems has been also proposed by Jia  
et al. [28]. The integration of GA–GC is shown to be 
efficient at solving small-sized or medium-sized sched-
uling problems for a distributed manufacturing system. 
Multiple objectives can be achieved, including mini-
mizing the makespan, job tardiness, or manufacturing 
cost.  

Application of the genetic approach for advanced plan-
ning in multi-factory environment is also presented  
in the work of Chung et al. [16]. The proposed algo-
rithm adopts the idea of dominant gene proposed  
by Chan et al. [7]. The model is subject to capacity 
constraints, precedence relationships, and alternative 
machines with different processing time. The objective 
function is to minimize the makespan, which consists 
of the processing time, the transportation time between 
resources either within the same factory or across two 
different factories, and the machine set-up time among 
operations. The results show the robustness of the pro-
posed algorithm for this problem. 

As shown above, despite many advantages in solving 
scheduling problems with genetic algorithms, the ap-
plication of the above mentioned algorithms is ques-
tionable. Frequently, the loops in supply networks are 
not taken into consideration in many works. 

 
4 A new approach to the scheduling problem in 

industrial clusters 
 
In the industrial cluster, multiple factories can be se-
lected to manufacture the products. The factories may 
be located in geographically distributed location,  

but situated near. In the literature, the term “industrial 
cluster” is widely used, it is defined as “a geographical 
and sectoral concentration and combination of firms” 
(Niu [46]). From the viewpoint of relationships, it is  
a local supply network based on partnership. The rela-
tionships between members within an industrial cluster 
are shown in Fig. 9. 

In the industrial cluster, the individual operating deci-
sion making is dependent on the resources of the other 
factories, and the possibilities of the individual organi-
zation to utilize these resources are determined by their 
place in the network. In many cases, the industrial clus-
ter is a distributed manufacturing system.  

In the research of Ławrynowicz [37], a typical industri-
al cluster, which has J different tasks (products) (1, 2, 
..., m) for F factories (1, 2, …, r) is considered. Each 
factory has R resources (1, 2, ..., q). All jobs are loaded, 
according to the predetermined technological sequence 
given in processing plans.  

The routes for the jobs are such that a job may visit 
some resources and use some transportation more than 
once. There are several constraints on jobs and re-
sources:  
1) there are no precedence constraints among opera-

tions of different jobs;  
2) operations cannot be interrupted and each resource 

can handle only one job at a time;  
3) each job can be performed only on one resource  

at a time.  

In this approach, the processing plans of jobs can in-
clude also external transport operations. The objective 
is to minimize the total makespan of the industrial clus-
ter.  
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Figure 10. Example of a chromosome type A  

(soure: own study) 

The following notation is used for optimization  
of scheduling in the industrial cluster (Ławrynowicz 
[37]): 
 

m  number of jobs, 

p  number of operations, 

q  number of resources, 

r  number of factories, 

Jj  the j-th job, where j = 1, …, m, 

Oi  the i-th operation, where  i= 1, …, p, 

Rn  the n-th resource where  n = 1, …, q, 

Fk  the k-th factory, where k = 1, …, r, 

Po  the o-th transport order, where o=1, …,  q-2  
and o>2, 

St  the t-th source of transport order o,  
where t=r+1, …, r+m, 

Tji  the time of operation i of job j. 

In this approach, the source of the transport order  
is the job. If a considered system includes three facto-
ries then the sources of transport orders are denoted  
as follows: for the first job the source of transport or-
ders is denoted by S3+1  i.e. S4, for the second job the 
source of transport orders is denoted by S5, for the third 
job the source of transport orders is denoted by S6 etc. 

From the mathematical point of view, an industrial 
cluster is a digraph, which has loops and therefore  
the methods based on “network theory” cannot be easi-
ly adopted in supply network management. When the 
job shop problem is not too large, the methods pro-
posed in the literature are able to obtain the optimal 
solution within reasonable time. But its implementation 
would not be easy with conventional information sys-
tems. 

Therefore, the author proposes a new approach  
to the distributed scheduling in the industrial cluster 
which uses a modified genetic algorithm (MGA).  
The modified genetic algorithm proposed by the author 
creates schedule for each factory and enables transport 

order planning. The MGA is an improved version  
of prototypes developed by the authors in early stages 
of this research (Ławrynowicz [39, 40 and 41].  

The design of a suitable chromosome is the first step 
for a successful genetic algorithm implementation be-
cause it applies probabilistic transition rule on each 
chromosome to create a population of chromosomes, 
representing a good candidate solution.  

Particularly, in the industrial cluster where jobs will be 
dispatched to many factories, the encoding of the 
scheduling problems plays an important role to imple-
ment effective operations management methods. As 
mentioned above, in the scheduling problem, the popu-
lar encoding is operation-based method. This represen-
tation encodes a schedule as a sequence of operations 
and each gene stands for one operation. By this idea, 
the author creates new encoding method for a schedul-
ing problem in the industrial cluster. In this approach,  
a modified genetic algorithm employs two steps  
to encode the scheduling problem. According to the 
step, two different types of chromosomes are designed.  

In the first step, each chromosome type A represents  
a potential optimal solution of a problem being opti-
mized. Chromosome type A consists of a set of  
4-positions gene. The chromosome structure can be 
represented as shown in Fig. 10, where the value  
of the first position of the gene represents the job, the 
value of the second position the operation number,  
and the next two values the pair as follows: the re-
source number and the factory number or the transport 
order number and the source of the transport order 
number. 

The second step is to copy the first and the second posi-
tion from the gene of the chromosome A into the gene 
of the chromosome B, and to translate the last two posi-
tions from the gene of the chromosome A into one 
position gene of the chromosome B. Chromosome type 
B is designed, as follows.  

2  2  4  21  1  1  1 1  2  3  2 1  4  1  1 2  1  2  2 2  3  4  11  3  2  1 2  2  4  21  1  1  1 1  2  3  2 1  4  1  1 2  1  2  2 2  3  4  11  3  2  1

job number

operation number

machine number 
(or transport order number)

factory number 
(or source of transport order number)
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Figure 11. Example of translation  
(source: own study) 

 

 
 

 

 

 

 

 

 

 

 

 
 
 

Figure 12. Relationships among jobs, resources, workshops and factories 
(source: own study)

 
Similarly as chromosome type A, the first position 
represents the job, and the second the operation num-
ber, but the last position contains a unique number  
of the resource.  

Fig. 11 shows the way of a translation. Thus, the new 
encoding method includes both manufacture operations 
and long transport operations. In procedure of this 
MGA, two new steps are added (to CGA). The first 
step is added in the beginning and consists of a transla-
tion of the chromosome type A into the chromosome 
type B. Thus, the initial population is created for type  
B chromosome. 

The other operation is added after the determination  
of the best chromosome of type B (which gives the 
smallest value of the makespan using the genetic algo-
rithm with classical encoding method) and consists  
of a translation of the best chromosome of type B into 
type A chromosome. In the MGA, the most popular 

selection method that is referred to as roulette wheel 
selector was used.  

The next population was created using the partial 
mapped crossover operator (PMX), and the mutation 
was a random interchange of values in two positions. 
The number of generations was used as a stopping 
measure. In the work by Ławrynowicz [37, 38], repre-
sentative examples are provided to show that the above 
suggested method can improve distributed scheduling 
in industrial clusters.  

Beside, the author proposed a new genetic algorithm 
for a distributed scheduling in a supply network 
(Ławrynowicz [36]) where each chromosome is a set  
of 5-position genes. The new genetic algorithm enables 
not only a manufacturing scheduling in supply net-
works. Additionally, the new genetic algorithm aided 
planners in transport orders planning.  
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Fig. 12 shows an example of the relationships among 
the jobs, resources and factories for a production plan 
of supply network which was considered by the author. 
Basing on the above idea of operation codes with  
4-position genes, the author developed the new genetic 
algorithm, where each chromosome is a set of 5-posi-
tion genes. In proposed by the author encoding method, 
the value of the first position of the gene represents  
the job, the value of the second position the operation 
number, and the next three values the segment X or Y 
as follows (accordingly): the resource number,  
the workshop number and the factory number or the 
transport type number, the transport order number and 
the source of the transport order number. The results  
of the experiments show that the proposed new genetic 
algorithm is a very efficient and effective algorithm.  

 
5 Conclusion 
 
This paper describes how the genetic algorithms have 
been applied to the optimization of manufacturing 
scheduling problems. Representation scheme of a fea-
sible solution to the considered problem is a key aspect 
of evolutionary algorithms. Therefore, in this study,  
the focus is brought on the coding problems.  

It is common knowledge that in solving large-size 
problems, genetic algorithms show much better per-
formance (Chung et al. [16]). Despite many advantages 
in solving scheduling problems presented in the exist-
ing literature, many applications of genetic algorithms 
are questionable. As mentioned above, researchers still 
study small-scale problems or only flow shop prob-
lems, where there are many constraints. It is possible 
that equally important and stimulating research un-
known to the authors was unintentionally omitted.  

Many genetic algorithms proposed in the literature 
have been created for scheduling in a single factory. 
The approach often ignores dividing jobs and interac-
tions between the various firms within supply networks 
at operations management level in order to improve 
manufacturing processes. But, in the era of supply net-
work, decisions on the use of resources should concern 
both internal and external capacities; the internal flow 
of materials should be synchronized with the incoming 
and outgoing flows. For this purpose, a system for 
scheduling must take into consideration the possibility 
of dividing jobs into factories, loops, and a long 
transport. Therefore, the author proposes modified 
genetic algorithm (MGA), which take into account 
loops in supply networks. Additionally, the proposed 

modified genetic algorithm enables dividing jobs be-
tween factories, and transport orders planning in the 
industrial cluster.  

Summarizing, advances in genetic algorithms create 
new prospects for inter-organizational cooperation. 

As mentioned above, the main objective of this paper is 
to present heuristic methods based on genetic algo-
rithms. But, it is noted that another group of researchers 
proposed an ant colony optimization (ACO) for solving 
advanced scheduling problem (Rajendran and Ziegler 
[50], Panahi et al. [48]). Ant algorithms are optimiza-
tion algorithms inspired by the foraging behaviour  
of real ants in the wild (Mullen et al. [43]). Within the 
Artificial Intelligence (AI) community, ant algorithms 
are considered under the category of swarm intelli-
gence. Swarm intelligence encompasses the implemen-
tation of intelligent multi-agent systems that are based 
on the behaviour of real world insect swarms,  
as a problem solving tool. Future research can also 
investigate the possibility of incorporating the proposed 
ACO for solving scheduling problems in the industry. 
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