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Abstract. This paper presents another approach for determining document’s semantic 
orientation process. It includes a brief introduction describing the area of application of 
opinion mining, and some definitions useful in the field. The most commonly used methods 
are mentioned and some alternative ones are described. Experiment results are presented 
which show that kNN algorithm gives similar results to proportional algorithm. 
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1. Introduction 

As global Internet network grows rapidly, it is commonly used by a vast number of people 
to exchange information. By information we mean almost anything, from newspaper 
articles, to video streaming. One of quite new phenomena is an advent of social network 
websites, discussion boards (forums), price and product comparators and much more, 
where users can share their opinions in certain areas. Many such pages implement 
mechanisms of valuation, where one can, apart from writing a comment, choose whether 
this comment is positive or negative – in the simplest case. The problem appears when we 
deal with the text only, without any additional information on the character of the 
statement, e.g. on discussion boards, or in raw comments to some newspaper article. In this 
situation the only solution is to process the text, preserving the semantics of the expression 
in such way, that it can be understood by a computer algorithm. After that, we can evaluate, 
with a certain probability, whether the processed phrase has a positive or negative value 
and, therefore, classify it to a positive or negative class of an examined data collection. 
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Such knowledge is desirable not only for pure scientific reasons, but has a great value in 
marketing. Having the data of opinion changing over some period of time we can evaluate, 
for example, a lifecycle of a certain product, and, thus, predict income and profitability of 
an investment. Also, such data can be used to upgrade certain weaknesses of the product, 
which results in better quality and, therefore, larger profit. 

To prove that sentiment analysis can provide a reliable source of information a survey 
has been made among the group of 2000 American citizens [5]. It shows that nowadays a 
large percentage of people are taking into consideration opinions of others in the process of 
searching for the best product to buy. The results indicate that: 

- 81% of Internet users have done an online research on a product at least once; 
- 20% of Internet users do online research on a product on a daily basis; 
- 32% of Internet users have provided a rating on a product; 
- 30% of Internet users have posted a comment or a review regarding a product; 
- Consumers are willing to pay 20% - 99% more for the high rated product (5 per 5 

stars). 
The latter information seems to be the most significant from a marketing point of view. 

This shows that opinions can shape not only the amount of product sold, but also the price. 
Other areas where this kind of data is useful are e.g. political sciences. We can gain 

much information from opinions on certain topics and treat them as a part of social 
consultation process and even more. By continuous monitoring of public opinion on certain 
topics we can implement complex social systems with feedback loop, concerning e.g. law 
regulations or such. In the survey of 2500 American adult citizens concerning 2006 
American elections [10] about a quarter of the respondents said that they were looking 
online to get perspectives from within or outside their community. Also, 28% said that most 
sites they view shared their point of view, but another 29% said that most of sites did not 
share their point of view. Only 8% of the surveyed posted their own comment on the topic. 
It proves that marketing sciences are not the only place where sentiment analysis can be 
applied in practice. 

2. Related work 

Determining document’s semantic orientation is one of  the tasks performed in the area of 
opinion mining. Opinion mining is a new scientific domain, strongly related to data mining 
and to natural language processing or machine learning. Opinion mining methods can be 
approached in several different ways. 
a) Supervised learning methods [3][4] – methods using training sets as a starting point 

for comparison and evaluation of performance. In [3] the overall process is split into 
four main stages: information retrieval from a review site, feature selection 
(tokenizing, initial stats, thresholding, language processing, substitution, collocation), 
using scores for classification and performance check. Paper [4] provides a method for 
predicting adjectives’ semantic orientation, also those, which alone cannot be 
classified to a positive or negative class. 

b) Unsupervised learning methods [6][12][13] – methods without training set, mainly 
used for grouping objects and cluster analysis.  [6] describes a feature-based opinion 
summarization of customer reviews. This task is performed in two steps: (i) 
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identifying the features of a product that the consumers commented on and ranking 
them in accordance to the frequencies of their appearance in reviews; (ii) identifying 
how many customers reviewed each feature positively or negatively. Paper [12], 
however, introduces an algorithm for unsupervised learning of semantic orientation 
from extremely large corpora by issuing queries to a Web search engine and using 
pointwise mutual information to analyze the results. In [13] there is a proposition of 
SO-PMI algorithm variation for Japanese weblog opinion. SO-PMI is an unsupervised 
algorithm that works good for English language documents, but this example shows 
that those algorithms can work good or even better for other languages. 

c) information retrieval methods [9][16] – methods of retrieving information from 
documents par excellence. In [9] authors are trying to compensate the subjectivity of 
reviews by grouping them by product’s features. Proposed method consists of four 
stages: identification of product features, identification of opinions regarding these 
features, determining the polarity of opinions and ranking opinions by their linguistic 
strength. Paper [16] describes opinion retrieval algorithm which finds topic relevant 
documents from a base set, classifies them and assigns ranks based on their relevance 
to the query. 

In this paper we strongly relate to scoring algorithm described in [7], where proportional 
method was used in process of determining document’s semantic orientation. That method 
is being based on another approach described in [3], which we refer to as the score method. 

There are also other works concerning opinion mining [3][15] describing conceptions to 
deal with documents modeled as sets of words or vectors, and many more [8].  

3. Main definitions 

Before we get to kNN method description there is a need to explain some definitions crucial 
in understanding the entire concept: 
a) document  – whole examined set of words, e.g. a statement or a collection of statements 

on a certain topic; 
b) term – a single word, being a component of a document; term may be also after 

lemmatization or stemming – processes of identifying core of  a word, without  any 
grammatical changes; 

c) n-gram – a part of a text containing n characters, including white spaces; 
d) token – used interchangeably, means a word or an n-gram; 
e) training set – set of raw, unchanged text documents with classes assigned arbitrarily, in 

most cases by a human; 
f) positive / negative class – describes whether a document contains a positive or negative 

opinion on a certain topic. 
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4. Basic concepts 

Document’s semantic orientation is often calculated by aggregation of the level of 
relationship between the words found in this document and a positive or negative class. 

(݀)ߛ  = ቊܥ௉, (݀)݈ܽݒ݁  > ,ேܥ0 (݀)݈ܽݒ݁  < 0 (1) 

where  

(݀)݈ܽݒ݁  = ∑ ௦௖௢௥௘(௧೔)೟೔∈೏ |ௗ|  (2) 

or 

(݀)݈ܽݒ݁   = ∑ ௧೔∈ௗ(௜ݐ)݁ݎ݋ܿݏ  (3) 

where ݐ௜ is the i-th term of the document d,|݀| is the number of terms in a document d,ܥ௉ 
and ܥே are positive and negative classes, score() is a function assigning positive or negative 
values to terms, depending on their relation with the suitable class. Such assignment is 
based partly on intuition. We assume, that in positively marked documents there is the 
majority of words which alone may be considered as positive, e.g. “good”, “well”, 
“remarkable” and also words which are more often present in documents representing 
certain class, but alone are neutral. However such assumption is only good for simple 
sentences. More elaborate ones may contain greater number of negative words than 
positive, e.g. “I would lie if I wrote that this product is bad”, and still be considered as 
positive one. Unfortunately those kinds of algorithms are more prone to errors in such kinds 
of statements. One of the methods utilizing the concept of supervised learning [3] has a 
score function in the following form: 

  

(ݐ)݁ݎ݋ܿݏ  = ௣(௧|஼ು)ି௣(௧|஼ಿ)௣(௧|஼ು)ା௣(௧|஼ಿ) (4) 

where ݌(ܥ|ݐ௉) and ݌(ܥ|ݐே) are conditional probabilities of the occurrence of the term t in 
positive and negative class, respectively. These probabilities can be approximated by term 
occurrence frequencies in the training set. 

The most positive terms are those which occur significantly more frequent in positive 
collection than in negative one. Likewise, the most negative terms are the most frequent 
ones in negative collections. 

The disadvantage of the solution described above is that it assigns extreme values of 1 
or -1 when a term occurs only in one class. Such situation takes place mostly in case of 
terms that are very rare in a language. To minimize the impact of this problem different 
approach based on pointwise algorithm was introduced in [7]. It is based on the ratio of 
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term occurrence frequency in documents assigned to a positive and negative classes. The 
score function is as follows: 

(ݐ)݁ݎ݋ܿݏ  = ൝݌௧ − 1        , iff ݌௜ ≥ 1− ቀ ଵ௣೟ − 1ቁ , iff ݌௜ < 1  (5) 

where   

௧݌  = ௣(௧|஼ು)ାఌ௣(௧|஼ಿ)ାఌ  (6) 

where, pt is the raw semantic orientation of the term t, ݌(ܥ|ݐ௉) and ݌(ܥ|ݐே) are conditional 
probabilities of occurrences of the term t in documents from positive and negative classes, 
respectively, and ɛ is a small positive control value for terms that appear in only one class, 
that prevents from division by zero and causes rare terms to have assigned value closer to 0 
than those that occur frequently. Minimal or maximal is not limited. The most negative or 
positive values are assigned to tokens occurring often in one set and not occurring in the 
other one. 

To the method of calculation described by formula (4) we refer to as the score method, 
and to the one described by (5) we refer to as the proportional method. 

5. Our approach 

The method proposed in this paper for determining document’s semantic orientation is the 
use of k-nearest neighbor (kNN) algorithm, that assigns classified object to the class most 
common in the collection of k examples from training set ॱ, that are most similar: 

(݀)ߛ   = ቊܥ௉, (݀)௞ܯܫܵ| ݂݂݅  ∩ |௉ܥ > (݀)௞ܯܫܵ| ∩ ,ேܥ|ேܥ (݀)௞ܯܫܵ| ݂݂݅  ∩ |௉ܥ < (݀)௞ܯܫܵ| ∩  ே| (7)ܥ

where ߛ is semantic orientation of a document d,  ܥ௉ and ܥே are positive and negative 
classes, respectively, ܵܯܫ௞(݀) is the nearest neighborhood of document d, i.e. training set’s 
subset, which cardinality is equal to k, and 

 
∀݁ ∈ ′݁∀   (݀)௞ܯܫܵ ∈ ॱ\ܵܯܫ௞(݀)݉݅ݏ(݀, ݁) ≥ ,݀)݉݅ݏ ݁ᇱ) (8) 

where ॱ is a training set and sim(d,e) denotes a function measuring similarity between 
documents d and e. 

In addition to the classic version of kNN algorithm, we propose in this paper two 
concepts inspired by this approach.  

The first algorithm, Amplified Neighbors’ Similarities Sum (NSS), takes into account 
the level of similarity between classified document and examples in its nearest 
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neighborhood in ॱ and the disproportion between number of examples representing positive and negative class in the training set.  
(݀)ߛ       = ቊܥ௉, (݀) ݈ܽݒ݁ ݂݂݅  > ,ேܥ0 (݀) ݈ܽݒ݁ ݂݂݅  < 0 (9) 

where ܥ௉ and ܥே are positive and negative classes, respectively, and ݈݁ܽݒ (݀) is a function 
evaluating document, expressed by the formula: 

(݀) ݈ܽݒ݁  = ∑ ,݀)݉݅ݏ) ݁) × (݁)݈݋݌ × ௘∈ௌூெೖ(ௗ)(݁)݌ݏ݅݀ ) (10) 

where sim(d,e) denotes a function measuring similarity between documents d and e, and ܵܯܫ௞(݀) is the nearest neighborhood of document d, and 

(݁)݈݋݌  = ൜   1, ݂݂݅ ℂ(݁) = ,1−ܲܥ ݂݂݅ ℂ(݁) =  (11) ܰܥ

(݁)݌ݏ݅݀  =  ൝  1  , ݂݂݅ ℂ(݁) = |ܰܥ||ܲܥ|ܲܥ , ݂݂݅ ℂ(݁) =  (12) ܰܥ

where ℂ(݁) denotes class represented by document e – positive or negative, and |ܥ௉| and |ܥே| denotes numbers of examples representing positive and negative class in the training 
set. The aim of ݀݅݌ݏ(݁) function is to compensate disproportion of cardinalities of positive 
and negative learning sets. 

Our second approach, Amplified Similarities Sum (ASS),  is similar to the one above. 
The only difference is that we treat the whole training set as the neighborhood, i.e. ݇ = ∞. 
Therefore, evaluating function becomes: 

(݀) ݈ܽݒ݁  = ∑ ,݀)݉݅ݏ) ݁) × (݁)݈݋݌ × ௘∈ॱ(݁)݌ݏ݅݀ ) (13) 

where sim(d,e) denotes a function measuring similarity between documents d and e, and ॱ 
denotes the training set. 

To calculate similarity between documents we use well-known TF-IDF scheme [11] 
with cosine similarity. In that model documents are represented as vectors. Similarity is 
calculated as a cosine of the angle between representations of two documents.  

ܨܶ  − ௧,௘,ॱܨܦܫ = ௧,௘ܨܶ ×  ௧,ॱ (14)ܨܦܫ

where  

௧,ॱܨܦܫ  = log ( |ॱ||ሼ௘:௘∈ ॱ ∧௧∈௘ሽ|) (15) ܶܨ௧,௘ is a frequency of the term t in the example e from the training set ॱ, and ܨܦܫ௧,ॱ is 
a measure of rarity of the term across the whole training set.  
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Since IDF measure prefers rarely occurring terms, it may not be best suited for Opinion 
Mining algorithms, e.g. in corpus containing opinions of the users concerning phones they 
are using; brand names like Samsung, Nokia or HTC would occur less often, than opinion 
specific words like good or ugly. So, brand name would have higher IDF value, thus it 
would become more important. Therefore, we propose replacement of IDF value with the 
absolute value of  term evaluation consistent with score or proportional method [7]. 

௧,஼ು,஼ಿܧܶ  = ห(ݐ)݁ݎ݋ܿݏ஼ು,஼ಿห (16) 

6. Experiments 

6.1. Test set 

The main objective of experiments was to test the accuracy of the classification algorithm 
proposed in Section 5. We used collections of opinions harvested from the site Znany 
lekarz, which gathers opinions about physicians. Each opinion is linked to a grade on a 
scale from 1 to 6. We have assumed that opinions associated with grades 1 and 2 are 
negative, and opinions with grades 5 and 6 indicate a positive feedback. The dataset 
contains 2380 negative opinions and 11 764 positive opinions. 

Additionally, we have created second data set, containing equal number of positive and 
negative documents, by removing the 9384 randomly chosen positive opinions from the 
collection described above. The resulting set contained 2380 positive and 2380 negative 
opinions.  

Further in this paper we refer to the first dataset as lekarz and to the second one as 
lekarz_eq. 

6.2.  Performance measures 

To evaluate the effectiveness of the classification we have used two measures. First one is a 
well-known classification accuracy (A)  described by equation: 

 

ܣ  = ௧೛ା௧೙௧೛ା௙೛ା௧೙ା௙೙ (17) 

where tp and fp are true positives and false positives (i.e., numbers of positive examples 
from the test set classified correctly and incorrectly), and tn and fn are true negatives and 
false negatives (i.e., numbers of negative examples from the test set classified correctly and 
incorrectly). In addition, we have used binary classification quality (Q) [7], which is similar 
to the F1 measure, and takes into account precision and recall achieved in both classes. This 
measure is expressed by equations: 
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 ܳ = ቐ ସభೝ೐೎ುା భೝ೐೎ಿା భ೛ೝ೐೎ುା భ೛ೝ೐೎ಿ ,iff 0 ∉ ሼܿ݁ݎ௉, ,ேܿ݁ݎ ,௉ܿ݁ݎ݌ ேሽ                0                  ,iff 0ܿ݁ݎ݌ ∈ ሼܿ݁ݎ௉, ,ேܿ݁ݎ ,௉ܿ݁ݎ݌ ேሽܿ݁ݎ݌  (188) 

where 

௉ܿ݁ݎ݌  = ௧೛௧೛ା௙೛ ேܿ݁ݎ݌   = ௧೙௧೙ା௙೙ (199, 20) 

௉ܿ݁ݎ  = ௧೛௧೛ା௙೙ ேܿ݁ݎ     = ௧೙௧೙ା௙೛ (21, 22) 

where tp, fp, tn, fn are the same values as in the definition of classification accuracy. 

The quality measure is used because it is not susceptible to imbalance in a size of 
classes. For example, if the positive class has 90 elements and the negative has 10 elements, 
than the algorithm assigning every object to the positive class has 90% accuracy. Such 
behavior may be confusing and counterintuitive. 

6.3.  Experiment setup 

We have performed the 10-fold cross-validation experiments with document 
representations based on terms and n-grams. In our experiments on classification using term 
representation we have performed tests using lemmatization, with morfologik-stemming 
[14], stemming, with Stempel [2][12], and without using any text pre-processing method. 
We also have tested the impact of removal of stop-words and rarely occurring words. We 
have derived the stop-word list from Polish Wikipedia [1]. As rarely occurring words we 
treated those that appeared in fewer documents than ߚ: 

ߚ   = ቔ|ܥ||∗ܥ#|ቕ + 2 (23) 

where C* denotes the majority class and C# denotes the minority class in the training set. In 
experiments on n-gram representation we have tested impact of replacement of IDF value, 
with a value assigned to a token by proportional or score method, on classification 
performance. Value of 2 is added to lower chance of treating rarely occurring terms 
associated equally with positive and negative class as a token strongly connected to the one 
of these classes. When cardinalities of both sets are equal or almost equal, this leads to ߚ = 3. If ߚ would be equal 2 than with probability of 50% term would have assigned 
estimation equal 0, and with probabilities of 50% absolute value would be equal 2 (score(t) 
= 2 or -2).We have also run experiments in which we removed tokens occurring in fewer 
documents than ߚ threshold. All experiments were performed on texts converted to lower 
case. As size of neighborhood k we have assumed 11. Since average length of a word in 
Polish is approximately 6 and we aimed our algorithm to operate on word fragments, we 
have assumed 5 as length of n-grams. 
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7. Results 

In this Section we present the results obtained by running all combinations of the test 
described in Section 6.  The results show that replacement of IDF value with values 
assigned by score or proportional method tends to increase the quality and accuracy of 
classification. In most cases the removal of rare tokens leads to slight improvement of 
classification efficiency. 

In both, Table 1 and Table 2, Q and A are considered better when they have lower 
value. 

7.1.  Experiments on term representation 

Table 1 shows that performance of classification is worsened when stemming or 
lemmatization is performed. We see the cause of this behavior in properties of the Polish 
language, which has a rich grammar [7] Various inflected forms of words may have 
different probability of occurrence in each class, so changing it to a basic form reduces the 
amount of  information. Removal of stop words has minimal and ambiguous influence on 
classification performance. Removal of rarely occurring terms slightly decreases values of 
quality and accuracy of classification. Also, proportional method provided with better 
results rather than pointwise method. This suggests that the effect of noise caused by the 
inclusion of terms for which we have little information is smaller than the effect of 
reduction of the information caused by their removal. 

 
 

Table 1. Sums of ranks from descending rankings of algorithm configurations 
(Data set X [ASS, kNN, NSS] X preprocessing method X term scoring strategy X 
removal (or not) of stopwords) based on terms, calculated  independently for each set 
based on values of quality Q and accuracy A. Value in each row is the sum of all 
ranking positions assigned to algorithm configurations. β denotes removal of tokens 
occurring in less documents than β. 

Configuration element value Q A 
ASS 3456 3699 
kNN 2481 1861 
NSS 2253 2630 
No pre-processing 2234 2317 
Stemming 2588 2580 
Lemmatization 3368 3293 
IDF 2430 2361 
Proportional method 1253 1215 
Prop. method + β 1422 1495 
Score method 1508 1489 
Score method + β 1577 1630 
w/o stop-words 4658 4523 
with stop-words 3532 3667 
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Figure 1. Average values of classification quality, achieved during the tests using a 
document representation based on terms. P - proportional method, S - score method, 

PF, SF -  proportional and score method respectively with removal of terms occurring 
in fewer documents than β. 

 

Figure 2. Average values of classification accuracy, achieved during the tests using a 
document representation based on terms. 

7.2.  Experiments on n-gram representation 

As in the case of representation based on terms, the removal of rarely occurring terms 
slightly decreases the values of measures of classification performance. 
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Table 2. Sums of ranks from descending rankings of algorithm configurations 
(Data set X [ASS, kNN, NSS] X term scoring strategy) based on n-grams, calculated 
independently for each set based on values of quality Q and accuracy A. Value in each 
row is the sum of all ranking positions assigned to algorithm configurations. β denotes 
removal of tokens occurring in less documents than β. 

Configuration element value Q A 
ASS 101 109 
kNN 71 57 
NSS 68 74 
IDF 71 69 
Proportional method 42 39 
Prop. method + β 48 45 
Score method 39 43 
Score method + β 40 44 

 

 
Figure 3. Average values of classification quality, achieved during the tests using a 

document representation based on n-grams. 

 
Figure 4. Average values of classification accuracy, achieved during the tests using a 

document representation based on n-grams. 
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Experiments performed using both, term and n-gram, document representations show 
better classification performance when IDF value was replaced by values assigned to a 
token by the score or proportional methods. NSS gives better results than classic kNN 
according to the quality of classification measure and worse according to the accuracy 
measure. This difference is due to the susceptibility of classical kNN methods for 
disproportion between the sizes of the positive and negative classes in the training set. 

7.3.  Impact of the scoring strategy 

 

Figure 5. Distribution of values 
assigned to the tokens by the score 

method. Dataset lekarz. 5 character long 
n-grams. No tokens were removed. 

 
Figure 6. Distribution of values 
assigned to the tokens by the score 

method. Dataset lekarz. 5 character long 
n-grams. Tokens occurring in less than β 

documents were removed. 

 
Figure 7. Distribution of values 

assigned to the tokens by the 
proportional method. Dataset lekarz. 5 

character long n-grams. No tokens were 
removed. 

 
Figure 8. Distribution of values 

assigned to the tokens by the 
proportional method. Dataset lekarz. 5 

character long n-grams. Tokens 
occurring in less than β documents were 

removed. 
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We find similarity of the results obtained for score and proportional method interesting. 
In particular due to the occurrence of predicted defects in the distribution of values assigned 
by the score method (Figures 5, 6, 7 and 8). It appears the logic of kNN algorithms 
compensates the problem mentioned above. 

The removal of tokens occurring in less than β documents makes distribution of values 
assigned closer to the normal distribution (Figures 6 and 8), but in most cases worsens the 
efficiency of classification (Figures 1, 2, 3 and 4). We believe that the reason for this 
behavior is the significant reduction of the volume of information the classification 
algorithm processes. 

8. Conclusions 

To estimate the general performance of kNN-based algorithms there is a need to compare it 
to results achieved by methods described in [7]. Results are shown in Table 3. Best Q and 
Best A are the best individual results for combination of other algorithm configuration 
elements giving best results, not shown in table. Higher values are considered better. 

Table 3. Best individual results in experiments in Section 7 and [7] 
 

Data collection Representation type Algorithm family Best Q Best A 
lekarz term Scoring 0,8195 0,8917 
lekarz_eq term Scoring 0,8892 0,8893 
lekarz n-gram Scoring 0,8817 0,9334 
lekarz_eq n-gram Scoring 0,9124 0,9124 
lekarz term kNN 0,8389 0,9198 
lekarz_eq term kNN 0,8905 0,8905 
lekarz n-gram kNN 0,8418 0,9231 
lekarz_eq n-gram kNN 0,8837 0,8838 

 
Table 3 indicates that the use of both kinds of algorithms – kNN and scoring [7]  give 

similar results. However, kNN-based algorithms consume much more resources (CPU 
processing time and memory). 

The highest values of quality and accuracy measures are almost the same in data 
collections with equal number of elements belonging to positive and negative class. This 
proves that quality measure is reliable and may be considered as primary measure for 
estimation of algorithm’s performance. If such assumption is taken into account, we can 
observe that scoring-based algorithms that operate using n-gram representation give slightly 
better results in all cases.  
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