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Abstract. Widely-referenced approaches to collaborative filtering (CF) are based on the
use of an input matrix that represents each user profile as a vector in a space of items and
each item as a vector in a space of users. When the behavioral input data have the form of
(userX, likes, itemY) and (userX, dislikes, itemY) triples one has to propose a representation
of the user feedback data that is more suitable for the use of propositional data than the ordi-
nary user-item ratings matrix. We propose to use an element-fact matrix, in which columns
represent RDF-like behavioral data triples and rows represent users, items, and relations. By
following such a triple-based approach to the bi-relational behavioral data representation we
are able to improve the quality of collaborative filtering. One of the key findings of the re-
search presented in this paper is that the proposed bi-relational behavioral data representation,
while combined with reflective matrix processing, significantly outperforms state-of-the-art
collaborative filtering methods based on the use of a ‘standard’ user-item matrix.
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1 Introduction

In many real-world cases, a recommender system is expected to predict user choices, rather
than provide exact ratings. Therefore, it should not be surprising that many researchers
working on personalized recommendation systems study the so-called ‘find good items’ task
[9],[24].

The natural consequence of investigating the ‘find good items’ task is the widespread
use of ‘selection-oriented’ recommendation quality measures (originally developed by the IR
community), such as precision, recall, and F1 [9],[11]. It is worth noting that these mea-
sures reflect a special case of the ‘find good items’ task, called the ‘find all good items’ task.
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The Area Under the Receiver Operating Characteristic curve (AUROC) is regarded as the
best recommendation quality measure, as long as one assumes that the purpose of an eval-
uated recommender is to ‘sort’ all items according to their estimated attractiveness [9],[24].
AUROC, as a measure that allows one to abstract from any particular precision-recall pro-
portion, is frequently used in off-line experiments aimed at simulating the recommendation
quality [9].

In contrast to behavioral datasets, in which negative user feedback data are usually much
more incomplete than positive feedback data [19], a rating-based dataset allows the researcher
to use AUROC in a more reliable way [24]. A relatively reliable AUROC measurement may
be realized based on the conversion of ratings into propositions (each one of the form (userX,
likes, itemY) or (userX, dislikes, itemY)). The most straightforward solution is to treat the
average rating for each user as the threshold to discriminate between attractive and non-
attractive items.

Some researchers find it reasonable to address the application scenario, in which a recom-
mender system is provided with data about user choices, rather than with ratings [13],[24].
When the purpose of the recommender system is to predict user choices rather than real-
valued ratings, the entries of the input data matrix should have a form of binary numbers
representing propositions of the form of (userX, likes, itemY). Such a format is frequently re-
garded as the most convenient to model user actions [13],[10], especially in on-line retailing
and news/items recommendation scenarios. In such scenarios, the binary information about
user actions (e.g., about purchase or page view) is the only data available to the system. An
example is One-Class Collaborative Filtering system [13],[17], for which only the data on
positive user preferences are given and negative examples are absent. It is also worth noting
that YouTube has simplified its multi-level rating schema to a binary one.

The observations stated above motivate the treatment of behavioral data for CF tasks as
a binary input (i.e., as a set of propositions). In order to address such a scenario of using
binary input data, we propose to use a new data representation and processing framework
that consists of the following two elements:

• a data representation method based on a binary element-fact matrix, for which rows
represent elements (i.e., users, items, and relations playing the roles of RDF sub-
jects, objects, and predicates, respectively) and columns represent facts (i.e., RDF-like
triples),

• the vector similarity quasi-measure based on the 1-norm length of the Hadamard prod-
uct of the given tuple of vectors.

The Hadamard product refers herein to the entrywise product of matrices of the same size
(in our case the entrywise product of the given tuple of vectors). This quasi-measure may
be regarded as a generalization of the dot product introduced in order to extend the domain
beyond the case of only two vectors.

2 Related Work

Behavioral data processed by some of the recommender systems presented in the relevant lit-
erature have the form of propositional statements about user preferences and the user-system
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interaction history. As such data have a natural relational representation, researchers working
in the area of Machine Learning investigate collaborative filtering as one of the applications
of Statistical Relational Learning (SRL) [21][18].

The input data for a recommender system sometimes have the form of relational data.
In order to enable the representation and processing of RDF triples of more than one re-
lation, Singh et al. [18] proposed an approach based on the collective matrix processing.
This approach was followed by proposals of similar models based on 3rd-order tensors
[12],[21],[8],[23]. In this paper, we propose to use an incidence matrix data representation
(more precisely, an incidence matrix of a weighted 3-uniform hypergraph) for which columns
represent behavioral data triples (hypergraph edges) and rows represent users, items and re-
lations (hypergraph vertices). To our knowledge, such an approach is innovative, at least, in
the area of research on collaborative filtering.

SRL addresses one of the central questions of Artificial Intelligence (AI) – the integration
of probabilistic reasoning and first-order relational representations [20]. In such a context,
the approach to collaborative filtering proposed in this paper may be seen as forming a basis
for bi-relational SRL, in the case of which a structurally unconstrained vector-space data
representation (making the data alternatively interpretable as a heavily-connected weighted
hypergraph or a tensor) is used, rather than a graphical model [20].

The propositional nature of the algebraically represented data makes our proposal relevant
to the challenge of unifying reasoning and search, which is sometimes referred to as the
challenge of Web scale reasoning [6]. As far as algebraic representation of graph data is
concerned, our method may be regarded as very similar to the one described in [5] – both
the methods are based on the assumption that a graph node may be represented as a virtual
document expressed as a sparse vector in a space of dimensions that correspond to the triples’
constituents (i.e., that correspond to subjects, predicates and objects). On the other hand, our
method features a new kind of vector-space quasi-similarity measurement that allows us to
effectively estimate the likelihood of unknown RDF triples, rather than limiting the system
functionality to the RDF graph nodes search, based on a traditional (i.e., bilateral) similarity
measure [5].

Although the results presented in the paper are focused on methods based on vector rep-
resentations, some of the compared techniques are based on the reflective data processing,
thus sharing the features of graph-based solutions. In the case of Reflective Random Index-
ing method (RRI) [3], the vector representations are updated in steps referred to as reflec-
tions. Performing multiple reflections may be regarded as a process of exploring the graph
neighborhood, in which the first reflection corresponds to the exploration of direct vertex
neighbors whereas the further reflections extend the exploration to distant neighbors of the
vertex. From such a perspective, the results presented in the paper are highly relevant to
research on the graph-theoretical approaches to collaborative filtering including the work on
graph-theoretical modeling of correspondences between user preferences [1], the kernels-
on-graphs methods [7], and the already-mentioned methods based on Spreading Activation
[5],[6]. Moreover, it is worth pointing out that collaborative filtering is also related to the
problem of social network graph analysis [15]. Both the problems deal with the use of be-
havioral data, although in the case of collaborative filtering obtaining such data is automatic,
i.e., does not require explicit users’ interventions.
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3 Methodology

The issues mentioned above have motivated the proposal of a new input data representa-
tion and a data processing model for collaborating filtering. Both the data representation
and processing model are fact-based rather than rating-based. Apart from a few simplified
recommendation scenarios, the proposed model has been investigated in a bi-relational sce-
nario involving the use of two predicates: Likes and Dislikes. Such an investigation involved,
among other steps, a special dataset preparation and a recommendation list generation. The
evaluation of the proposed model has been realized with the use of state-of-the-art collabora-
tive filtering data processing algorithms and the AUROC measure.

3.1 Proposed CF Data Representation Model

We propose to model the input data of a recommendation system (i.e., the information on all
modeled elements: users, items, and predicates) as a set of RDF triples representing proposi-
tions (facts) stored in the form of an element-by-fact matrix referred to as A. It is worth noting
that a fact-based data model can be used to represent graded user preference data since each
level of a discrete-value rating scale may be modeled as a separate predicate. Furthermore,
a conversion of the input data into the fact-based representation (i.e., to RDF triples) simpli-
fies the integration of the data on user preferences, gathered from different sources. Taking
into account the widespread adoption of the RDF technology, we believe that the proposed
fact-based data representation model allows for flexible representation of highly heteroge-
neous data, leading to new successful applications of semantically-enhanced recommender
systems [22].

3.2 Application of the Proposed Model in the Bi-Relational CF Scenario

In this paper, we focus on a bi-relational recommendation scenario. The data representation
model, which is commonly used in such a scenario, is based on a classical user-item matrix.
In order to store the information about the two predicates in a single matrix, the rating scale
is used in such a way that a high value indicates that a user likes an item, whereas a low
value indicates the presence of the Dislikes relation. In such a case, it is assumed that the
relations representing the ‘positive’ and the ‘negative’ user feedback are linearly dependent.
In this paper, we propose a solution which enables a more flexible (not linear) modeling of the
relationship between triples of two predicates. In our model, both the relations are modeled
as separate predicates represented by separately trained vectors. Such an approach allows us
to exploit the similarities between users and items that are observable within the set of triples
including the Likes predicate or within the set of triples including the Dislikes predicate.
As we show in the paper, such an ability may lead to an increase in the recommendation
performance, which is not possible when the classical user-item matrix is used.

Although the proposed data representation model assumes representing both Likes and
Dislikes relations exactly in the same way, one may realize that as far as the recommendation
generation task is concerned, the propositional data of the Dislikes relation is used only indi-
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rectly, i.e., in a way resembling the use of a semantic enhancement of CF [22]. We believe
that such an approach to multi-relational data integration is justified by the basic assumption
about the purpose of any recommender system, which is the naturally ‘biased’ estimation of
items that are ‘liked’, not ‘disliked’ by a given user. Moreover, by showing a successful (i.e.,
recommendation quality improving) use of Dislikes triples as a secondary source of relational
data (supporting the use of the primary Likes relational data), we feel encouraged to propose
our model as the basis for future developments of recommender systems taking the advantage
of using multi-relational data.

3.3 Data Representation Based on an Element-Fact Matrix

We introduce a data representation model based on the binary matrix A representing subject-
predicate-object RDF-like triples. The rows of the matrix represent all the entities used to
define triples, i.e. the elements playing the role of a subject, object or predicate, whereas
columns represent propositions corresponding to the triples. We define a set E = S ∪ P ∪O
as a set of elements referred to by the triples, where S is a set of subjects, P is a set of
predicates, and O is a set of objects. We assume that |S| = n, |O| = m, and |R| = l. The
model allows each modeled entity to freely play the role of a subject or an object, so in the
general scenario we have |S| = |O|. In the case of the application scenario presented in this
paper, sets S and O (i.e., sets of subjects and objects) are disjoint and correspond to sets of
users and items, respectively. Additionally, we define set F as a set of all facts represented as
the input dataset triples, such that |F | = f .

Finally, we define the binary element-fact matrix A = [ai,j ](n+m+l)×f as follows:

A =



a1,1 a1,2 . . . a1,f
...

...
...

an,1 an,2 . . . an,f
an+1,1 an+1,2 . . . an+1,f

...
...

...
an+m,1 an+m,2 . . . an+m,f

an+m+1,1 an+m+1,2 . . . an+m+1,f

...
...

...
an+m+l,1 an+m+l,2 . . . an+m+l,f


. (1)

As a consequence of the fact that the columns of matrix A represent the triples, each
column contains precisely three non-zero entries, i.e., for each j there are exactly three non-
zero entries ak1,j , ak2,j , ak3,j , such that 1 ≤ k1 ≤ n, n+1 ≤ k2 ≤ n+m, and n+m+1 ≤
k2 ≤ n + m + l – the entries corresponding to that correspond to the subject, object, and
predicate of the modeled triple. At the same time, the number of non-zero entries in each
row denotes the number of triples containing the element that corresponds to this row. Such
a model is convenient to represent an RDF dataset, which consists of a finite number of
predicates l ≥ 1.
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3.4 Generation of Prediction Lists

When using the element-fact matrix as the data representation, one has to perform the predic-
tion generation step in a special way. Initially, as in many of the most accurate collaborative
filtering methods, the missing entries of the input matrix are estimated. In order to achieve
this, the input matrix A is processed into its reconstructed form Â using one of the evaluated
recommendation algorithms, presented in section 3.7. Afterwards, we propose to calculate
each of the predictions as the 1-norm length of the Hadamard product of row vectors (in
explicit, the vector for which each coordinate is calculated as the product of corresponding
coordinates of the original tuple of vectors of the same dimensions, i.e., the entrywise product
of vectors) corresponding to the elements of the given RDF triples. Each RDF triple forms
the proposition which is the subject of likelihood estimation. More formally, the prediction
value pi,j,k is calculated according to the formula:

pi,j,k = ‖âi ◦ âj ◦ âk‖1,

where âi, âj and âk are the row vectors of the reconstructed matrix Â = [âi,j ](n+m+l)×f

corresponding to the subject, predicate, and object of the given RDF triple, and the symbol
âi ◦ âj ◦ âk denotes the Hadamard product of vectors âi, âj and âk.

The proposed formula may be seen as a generalization of the dot product formula, as
in the hypothetical case of measuring quasi-similarity of two (rather than three) vectors, the
formula is equivalent to the dot product of the two vectors. The interpretation of the proposed
formula as the likelihood of the joint incidence of two or more events represented as vectors
is based on the quantum IR model (see [26] and [14]).

The underlying model of computing the entities group similarity follows the quantum
probability approach presented in [14], [26]. The central role in the model is played by the
Hilbert space which is used to represent the structure of coincidences between the real-world
entities modeled in the system. The probability definition is based on Gleason’s theorem [14],
[26], which explains the correspondence between probability measure on the lattice of closed
subspaces of the Hilbert space and the density operator on this space [14]. The procedure
of the probability calculation may be described in terms of quantum observables (which are
represented by Hermitian operators) corresponding to the real-world entities modeled in the
system. As a result of the modeling assumptions (in particular the operators’ compatibility
assumption), each vector representation may be used to build a diagonal operator being a
quantum observable of the probability of given entity occurrence in the dataset. Observables
of probability of entities coincidences (i.e., observables of propositions) are obtained as prod-
ucts of its constituents observables. The probability calculation is done as a result of quantum
measurement procedure, i.e., as an expectation value of the respective observables [14].

It has to be admitted that for the methods presented in this paper, the coordinates of
modeled entities’ representations do not formally denote probabilities. Therefore, formally
speaking the proposed method may be regarded as a technique for providing the likelihood
of the joint incidence of two or more events represented as vectors, which is inspired by the
quantum IR model of probability calculation.
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3.5 Evaluated Scenarios

In this paper, we evaluate two matrix-based methods for the representation of RDF datasets
that are applicable in the collaboration filtering scenario: the classical user-item matrix model
and the novel element-fact matrix model. Both the models have been tested in two experi-
mental scenarios: the one-class collaborative filtering scenario (with the use of RDF triples
of the Likes predicate only) and the bi-relational collaborative filtering scenario (with the use
of RDF triples of both the Likes and Dislikes predicates). In particular, the following four
scenarios S1-4 have been investigated:

• S1 – the application of a binary user-item matrix B = [bi,j ]n×m representing RDF
triples of the Likes predicate, where n is the number of users, and m is the number of
items,

• S2 - the application of a ternary {−1, 0, 1} user-item matrix B = [bi,j ]n×m represent-
ing RDF triples of the Likes predicate (denoted by positive numbers) and RDF triples
of the Dislikes predicate (denoted by negative numbers),

• S3 - the application of a binary element-fact matrix Ai,j = [ai,j ](n+m+l)×f represent-
ing RDF triples of the Likes predicate, where n is the number of subjects, m is the
number of objects, and l = 1 is the number of predicates (only the Likes predicate is
represented),

• S4 - the application of a binary element-fact matrix Ai,j = [ai,j ](n+m+l)×f represent-
ing RDF triples of the Likes predicate or the Dislikes predicate, where the number of
predicates is equal to 2 (l = 2).

3.6 Dataset Preparation

In order to evaluate the collaborative filtering methods, we have used one of the most widely
referenced data sets – the MovieLens ML100k set [4], which contains 100 000 ratings of
1682 movies given by 943 unique users. Each rating that is higher than the average of all
ratings has been treated as an indication that a given user likes a given movie, i.e., as a fact
(proposition) denoted by an RDF triple of the form (userA, likes, movieA). Analogically,
each rating lower than the average, has been used as an indication that a given user dislikes
a given movie, i.e., as a fact (proposition) denoted by an RDF triple of the form (userB,
dislikes, movieB). In other words, only the above-average ratings were considered as known
or potentially known ‘hits’. Finally, we have generated five datasets by randomly dividing the
set of all known facts (propositions) into two groups – a train set and a test set. The data were
divided according to the specified training ratio, denoted by x. To compensate for the impact
that the randomness in the data set partitioning has on the results of the presented methods,
each plot in this paper shows a series of values that represent averaged results of individual
experiments.
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3.7 Evaluated Recommendation Algorithms

We have compared several collaborative filtering data processing algorithms that are pre-
sented in the literature: popularity-based (favoring items having the higher number of ratings
in the train set) [24], [4], Reflective Random Indexing (RRI) [3], PureSVD [4], and Random-
ized SVD (RSVD) [2]. All these methods have been applied to the input data matrix (in the
case of both matrix-based and triple-based data representations) [4], [2], [24]. When the clas-
sical matrix-based model is used, the input matrix is decomposed, and then reconstructed in
order to generate predicted ratings as presented in [22]. We have tested each of the methods,
using the following parameters (where applicable):

• vector dimension: 256, 512, 768, 1024, 1536, 2048,

• seed length: 2, 4, 8,

• SVD k-cut: 2, 4, 6, 8, 10, 12, 14, 16, 20, 24.

The number of dimensions (i.e., the SVD k-cut value), which we have used in our exper-
iments, may appear as quite small (for example, when compared to a typical LSI application
scenario). Nevertheless, this choice has been made in order to avoid overfitting, in accor-
dance to the assumptions concerning the dimensionality reduction sensitivity presented in
[16]. Moreover, we have observed that for each investigated scenario the optimal algorithm
performance was achieved for the SVD k-cut value that was less or equal to 16, so experi-
ments for k-cuts higher than 24 were not necessary.

The combinations of parameters that lead to the best recommendation quality (i.e., the
highest AUROC value) were considered optimal, and used in experiments illustrated in this
paper. Table 1 shows the number of reflections used in the RRI and RSVD algorithms for
each training ratio.

Table 1: Number of RRI/RSVD reflections used for each training ratio.

x (training Method
ratio) S1 S2 S3 S4

RRI RSVD RRI RSVD RRI RSVD RRI RSVD
0.2 3 7 5 7 8 15 3 3
0.3 3 5 3 7 10 9 3 3
0.4 3 5 3 7 10 9 3 3
0.5 3 5 3 5 8 9 3 3
0.6 3 5 3 5 8 11 3 3
0.7 3 5 3 5 10 5 3 3
0.8 3 3 3 5 8 11 3 3

Finally, we have compared the above-specified complex algorithms with a non-persona-
lized baseline method - a popularity-based recommendation method (referred to as the ‘Pop-
ularity’), following [4]. In this case the recommendation is based on the number of a given
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Figure 1: AUROC results achieved in the S1 and S3 scenarios (the scenarios of using
only the Likes predicates).

item’s ratings that appear in the train set. Items having the largest number of ratings (highest
popularity) are recommended first.

3.8 Recommendation Accuracy Measure

We have compared the proposed data model with the standard one from the perspective of
the application of each of these models within a complete collaborative filtering system. To
obtain quantitative results of such an analysis, we have evaluated an ordered list of user-item
recommendations by means of the AUROC measure.

4 Experiments

The scope of the experiments presented in the paper has been limited to the bi-relational rec-
ommendation scenario. Figures 1 and 2 show a comparison of the investigated recommenda-
tion algorithms (explicitly: popularity-based, RRI, PureSVD, RSVD), each using either the
classical user-item or the element-fact matrix data representation. The comparison has been
performed using the AUROC measure and datasets of various sparsity. The presented results
have been obtained using optimized parameters for each method and each data model. Figure
1 presents AUROC evaluation results obtained for the case of using the dataset containing
only Likes predicates (i.e., only the positive user feedback), whereas Figure 2 presents the
analogical results obtained for the case of using the full dataset, i.e., the one containing both
the Likes and Dislikes predicates (i.e., both the positive and the negative feedback).
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Figure 2: AUROC results achieved in the S2 and S4 scenarios (the scenarios of using the
full dataset - both the Likes and Dislikes predicates).

As we have confirmed experimentally, the element-fact data representation matrix enables
us to obtain a recommendation quality that is higher than the analogical results obtained with
the use of the classical user-item matrix data model. It can be observed that the advantage of
the proposed model is especially visible in the case of employing the full dataset (containing
both Likes and Dislikes predicates) and the RRI method. Such behavior is a result of the more
‘native’ ability to represent multiple relations that is provided by the element-fact model.

One may realize that the popularity-based algorithm, instead of modeling users’ prefer-
ence profiles, simply reflects the ratio between positive ratings (‘hits’) and negative ratings
(‘misses’) for the most popular items in a given dataset. Since we use a random procedure
to divide the data set into a train set and a test set, the values of AUROC observed for the
popularity-based algorithm are almost identical for the case of both x = 0.2 and x = 0.8,
what additionally confirms the reliability of our AUROC measurement (see Figures 1 and 2).

In Figures 3, 5, and 4 the impact of the data representation method on the performance
evaluation results is presented. We may conclude that the application of the new triple-
based data representation method, accompanied with the Hadamard-based reconstruction
technique, improves the results of using RRI for both mono- and bi-relational datasets (see
Figures 3a and 3b). Moreover, for the case of using the bi-relational dataset, RRI outper-
forms any other method presented in the paper. We may conclude that, in the context of the
proposed data representation scheme, the calculation of the 1-norm length of the Hadamard
product is an operation that is synergic to the reflective data processing.

On the other hand, the application of the new representation method, accompanied with
the reconstruction technique based on the Hadamard product, decreases the quality of re-
sults of using PureSVD for both mono- and bi-relational datasets (see Figures 4a and 4b).
The reason of such a behavior is the fact that the prediction method based on the Hadamard
product is not compatible with the data processing techniques based on the SVD decom-
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Figure 3: Impact of the input data representation method on AUROC results achieved
using the RRI method.

position – in the case of using the dimensionality reduction, an input matrix reconstruction
result should rather be used directly as the set of the prediction values. The comparatively
low quality of the method based on PureSVD and Hadamard product may be explained by
the non-probabilistic nature of the SVD results: it is especially evident in cases when the
vectors multiplied together (by means of the Hadamard product) have negative coordinates,
what indicates that they obviously have no probabilistic interpretation.

Furthermore, in the case of using RSVD (see Figures 5a and 5b), which is a combination
of RI-based pre-processing and SVD-based vector space optimization, the application of the
new data representation method improves the performance when the mono-relational dataset
is concerned (especially for small numbers of ratio x). On the other hand, the application of
the new data representation method decreases the system performance for the bi-relational
dataset scenario (see Figure 5b) for the same reasons as in the case of using PureSVD.

It may be additionally concluded that when the methods based on the dimensionality
reduction are used, the new representation method performs relatively (i.e., with respect to
results obtained for standard representation methods) better for smaller values of ratio x, i.e.,
for sparser datasets for which the recommendation task is harder than for bigger values of x.

Figure 6 presents the performance of the CF algorithms as compared in the investigated
scenarios (i.e., in scenarios S1-4). We may conclude that, as it was already shown in [2], the
RSVD method outperforms other methods (i.e., pureSVD and RRI) when the standard input
data representation is used (see Figures 6a and 6b). As far as the S1 scenario is concerned,
i.e., the one with the standard data representation based on the user-item coincidence matrix
containing mono-relational data, it may be seen that, in general, the decomposition-based
methods (i.e., PureSVD and RSVD) achieve comparable recommendation quality and that,
in general, these methods perform better than RRI (for various values of x). It may also
be seen that the decomposition-based methods behave quite differently in the S3 scenario,
in which the novel, triple-based data representation is used: in such a case, RSVD is the
method that not only outperforms all the other methods compared in the scenario (including
PureSVD), but also provides a high recommendation quality for various values of x. When
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Figure 4: Impact of the input data representation method on AUROC results achieved
using the PureSVD method.
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Figure 5: Impact of the input data representation method on AUROC results achieved
using the RSVD method.
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Figure 6: Comparison of the presented CF algorithms for various scenarios.

analyzed together, S1 and S3 scenarios show the superiority of RSVD in cases when mono-
relational input data is used. Moreover, it may be seen that as long as RSVD is combined
with the triple-based data representation, it provides recommendation quality that is the most
reliable, i.e., which is higher than the quality observed when any other method is used for the
most of the investigated values of x.

In the case of scenario S4 (i.e., for the application of the novel representation scheme
for bi-relational data) RRI method outperforms both the decomposition-based methods, what
shows the compatibility of the Hadamard-based reconstruction technique with the reflective
processing of multi-relational data. Such a combination, i.e., the application of RRI together
with the triple-based bi-relational input data representation, provides the highest recommen-
dation quality among all the combinations presented in the paper. As the RRI method does
not involve any computationally expensive spectral decomposition, we believe that this result
is very valuable from the perspective of the practical applicability of the RRI-based recom-
mendation systems in real-world scenarios.

The results of the experiments presented in the paper indicate that the presence of the
additional information about the Dislikes relation improves the recommendation quality. The
results for S2 and S4 scenarios (see Figure 2) are significantly better than the results obtained
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in S1 and S3 scenarios (see Figure 1). However, the main conclusion from the experiments
is that the best quality is observed in scenario S4 (in which we applied the proposed data rep-
resentation and prediction method) for the case of the RRI-based data processing application
(see Figure 3).

It may be concluded that the new framework proposed in this paper consists of two core
elements: the new data representation method based on the element-fact matrix, and the new
prediction calculation technique based on the Hadamard product of vectors. The 1-norm
length of the vector Hadamard product may be seen as a natural extension of the vector dot
product (in our case - as a ‘kind’ of ‘group inner product’ of the three vectors representing
the RDF subject, object, and predicate) whereas the dot product may be seen as an elemental
step of the matrix multiplication, i.e., the basic operation used in reflective matrix processing
(each cell of a matrix multiplication result is in fact a dot product). Therefore, the calcula-
tion of the 1-norm length of the vector Hadamard product may be regarded as an operation
compatible with the reflective matrix processing, and seen as an ‘additional reflection’ (i.e.,
the next step of the reflective data exploration process). This observation may additionally
explain why the optimal number of reflections for the RRI method in the S4 scenario is rela-
tively small (equal to 3 for each training ratio) - see Table 1. On the other hand, the prediction
based on the Hadamard product does not suit well the data processing techniques based on
SVD decomposition. This explains the relatively weak results of the dimensionality reduc-
tion methods in the scenarios in which the proposed data modeling method is used. In the
case of using the techniques based on the dimensionality reduction, the input matrix recon-
struction result is used directly as the set of the prediction values and an additional step of the
Hadamard product calculation procedure is not required.

5 Conclusions

We have shown that the proposed triple-based approach to data representation allows us to
improve the quality of collaborative filtering. We have investigated the application of the
proposed data representation scheme in systems featuring the most widely-known methods
for input data processing, such as the SVD-based dimensionality reduction [4] and the reflec-
tive matrix processing [3], [2]. We have shown that using the proposed bi-relational matrix
data representation together with reflective data processing enables the researcher to design a
collaborative filtering system outperforming systems based on the application of the dimen-
sionality reduction technique.

Similarly to [25], we have demonstrated the superiority of multiple matrix data ‘reflec-
tions’ by realizing a new kind of spreading activation. However, the purpose of our spreading
activation mechanism is not to prime some selected nodes (e.g., representing keywords) for
search purposes (e.g., to identify the most activated nodes representing documents or web
pages), but to realize the probabilistic reasoning about any RDF triple that may be composed
of the subjects, predicates, and objects appearing in the input RDF graph.

While taking the perspective of related areas of research (such as SRL and web scale
reasoning), one may find particularly interesting to investigate our proposal of using the 1-
norm length of the Hadamard product (a ‘quasi-similarity ’of a given triple’s constituents) as
an unknown triple likelihood measure. We believe that, as a result of realizing probabilistic
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reasoning as a vector-space technique, our solution provides a basic means for extending
the capacity for reasoning on RDF data beyond the boundaries provided by widely-known
non-statistical methods.

In our opinion, the application of our methods (in particular, the new data representation
and the new Hadamard-product-based unknown fact likelihood calculation) leads to a sig-
nificant recommendation quality improvement, at least, for the case of using the reflective
matrix processing. Although in the paper we focus on the bi-relational collaborative filtering
scenario (with Likes and Dislikes as the only predicates), one may also find the proposed ap-
proach to matrix-based propositional data representation promising from the perspective of
its extendibility to multi-relational applications.
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