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APPLICATION OF SELECTED METHODS OF BLACK BOX
FOR MODELLING THE SETTLEABILITY PROCESS
IN WASTEWATER TREATMENT PLANT

ZASTOSOWANIE WYBRANYCH METOD CZARNEJ SKRZYNKI
DO MODELOWANIA OPADALNO SCI W OCZYSZCZALNI SCIEKOW

Abstract: The paper described how the results of measurenoéiriflow wastewater temperature in the chamber,
a degree of external and internal recirculatiothibiological-mechanical wastewater treatmenttgfAAWTP) in
Cedzyna near Kielce, Poland, were used to makeaqpi@ts of settleability of activated sludge. Thmaethods,
namely: multivariate adaptive regression splinea\R%), random forests (RF) and modified random fisréRF

+ SOM) were employed to compute activated sludgieability. The results of analysis indicate tmaddified
random forests demonstrate the best predictivéiabil
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Introduction

One of the parameters that determine the efficiasfcwastewater treatment sludge
technology is the capacity of sedimentation. In thse of its deterioration increase the
amount of slurry and coal in wastewater effluentrfrthe secondary settling tank over the
limit values in treated sewage. Therefore, in orderprevent the above-mentioned
problems, mathematical models should be used &atigting the parameters describing the
settleability process. Due to the complex biochammocesses in the settlings and its
metastable character, the index of sediment beingréntly variable intense, will not be in
any case an optimal source of data for forecastiyTP. Therefore, an alternative
approach based on extensive variable expressedttiyg seems appropriate. In view of
the above observations, it is advisable to creathematical models to predict the above
discussed parameter processing. A review of tlegalitire [1] shows that there were no
attempts to develop mathematical models of a physicstatistical character.
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To assess the functioning of sewage treatment IEBTP) and the variability of
technological parameters of activated sludge anstemater are used computer programs
(WEST, STOAT, BioWIN, SIMBA, etc.), But in order tralibrate mathematical prams in
the above-mentioned models, it is necessary teegatformation about the parameters that
describe the processes occurring in the individigécts of a STP. In practice, there are
many interactions between the parameters that ilesttte processes running on the STP
which leads to numerous problems at the stage flifrahon models. Therefore, the
forecasts of the STP used models of black box, lwhicthe stage of learning model is
generated structure model without the need to kribes physics of the analyzed
phenomenon. One of the most commonly used forpilnipose methods are artificial neural
networks [2-5], but there are also used other nusthsuch as vectors carrying, tree
reinforced models, autoregressive MARS (multivariatlaptive regression splines) and the
like. The former method is a modification of theasdical model MLP (multi-layer
perceptron) where the hidden layer represents alinear projection of a vector set of
input data characteristics of the space in whiokythre linearly separable. Trees are
strengthened modification of the classical modetagfression trees, while in the method
MARS relationship is linear regression spline fumetof a conditional character. Within
the methods of the black box an interesting salutis also random forests [6, 7]
increasingly used for modeling both the quantitg goality of upstream and downstream
of the WWTP as well as forecasting processes tagliace in different places of the plant.

When, in the analyzed phenomenon there may ocasoseal changes, it is advisable
to its forecasts to create hybrid models combiningnodel of a classification with
regression models mentioned above. In these mdelfirst stage of calculating training
set, using a suitable algorithm discriminatory tygemethod k - medium [8], ¢ - medium
[9], self-organizing neural networks [10], is diedl into appropriate classes, within which
they are made predictions based on independent Imddemany cases [11, 12], this
approach can improve the ability of predictive neatlatical model, but in a situation of
extremely diverse number of data in each classsufficient input data there may be
problems at the stage of learning and testingssitzdl models.

In view of the above comments in the publicatioasgnts the concept of the hybrid
model as a combination of self-organizing artificieeural networks and methods of
random forests. In this method, at the stage afsfiaation, data from the training set are
divided into classes and information about the appate allocation to them is an
additional variable in the forest random model. ybtid model presented in this paper was
used to predict settleability. The results of cittans were compared with the results of
the analyzes received by MARS and random foresthaus.

The object of investigations

The facility in Cedzyna located in the province &wkrzyskie, Poland, is
a mechanical-biological WWTP with aerobic sludgabdization having a capacit,, of
1215 ni/d andEP of 9466. Raw sewage inflowing via sanitation clelngo to the grit
chamber and grease trap and then to the pumpitiprstavhere they are introduced
a biological reactor, wherein the effluent of thexabic part are recycled to the anaerobic
section. Wastewater from biological reactor flowsoithe secondary settling tank, from
where it is pumped for recirculation to the biolji deposit. Purified wastewater is
discharged into the Lubrzanka river.
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Methodology

In the present study to determine the settleabilf/) in the biological reactor
chamber the results of the following measuremerdgsevused: the temperature of waste
water in the chambefT], the inflow Q), degree of externaREC,) and inernal REC,)
recirculation conducted during the period from 572011 to 31.12.2015. To determine
settleability some methods of black box were usddch include MARS, random forests
and modified random forests method basing on sgiitizing neural networks.

In this paper examined combinations of variablescdbed above, where in
consideration of each analyzed scenario that takesaccount the degree of external and
internal recirculation. Results of analyzes examhittee possibility of predicting the value
of settleabilitySE(t) on the basis of the temperature of the slut{gleand inflowQ(t) to the
WWTP. Next, we analyzed the possibility of predigtitheSE(t) value basing only on the
instantaneous values of inflows to the WWTR(#-1) andQ(t-2) and the temperatures
T(t-1) andT(t-2). In the last stage of the analysis examinedhmts that include the ability
to model theSE(t) values on the basis of the previous measuremesilts of the
settleability.

Prior to the creation of mathematical models thguirand output signals should be
standardized using the equation [4, 13]:

X —min.X
maxX — min.X

X = 1)
wherein:x; - the normalized value afth element oX by min-max methody; - the value
of i-th element oX registered at the time of measurement, iaxhe maximum value of
a single element in the parametersXahin. X - the minimum value of a single element of
the seiX.

The methods of black box utilized for determinihg settleability process in this work
are shortly described in the next part of this pape

MARS (Multivariate adaptive regression splines)

Method MARS is one of the many exploration methdadis solving problems of
regression and is an extension of the classicatoagp of explanatory variables in the
regression model. Besides taking into account trexatl impact of predictors (as in the
classical regression model) method MARS rangesadhtion in the input data are divided
into compartments in which individual predictors ymiaave different effects on sludge
settleability. The limits of separation are basedtlwe threshold values)( which means
that depending on whether the variable has a \@imv or above the parametethis can
be included in the model with various weights, titen signs. The distinction between the
various input variables for smaller and larger ealdhan the threshold valteis made

using the basis function [14]:
h(X) = Cmex(0.X -t) @)

where h(X) - vector of the basis functions for the selectetiables for which the
relationship is satisfied:
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x —t; for x >t

X —t = 3
0, for x <t

The regression relationship in the MARS method make spline function obtained
from the product of the linear combination of thesis functions and respective weights,
which can be expressed:

F(X)=a + ar, My (X) 4)

where:X = [Xq, X, ...,X%] - vector inputa,, - the weighth,, - basis functions.

Equation (4) shows that the mathematical model efhod MARS can be represented
as a weighted sum of the selected basis functiamm &ll of the available functiort®x;),
taking into account the values of the explanatasiables included in the input data. For
the estimation of the model parameters, a spetgalrithm is used, by means of which
observation space is searched to determine thehiblcevalues (nodes) [14].

RF (Random forests)

Random forests algorithm was proposed in paper [h5he first stage sampling from
the training set of n elements is carried kutmes, permitting repetition. Subsequently,
based on the received collections are created gsigre trees, where the construction
process is modified so that each node of the tr@eemthe best division which is not based
on all attributes but only on the drawn ones (exalary variables). In this way,
ak - regression trees forming the forest are obtamedhe basis of which the forecast is
determined, which consists in calculating the anittic average of the individual forecasts
of individual trees as a result of the entire model

The most important advantages of random foresthés empirically demonstrated
effectiveness [15] and a small number of parametensrol their activity. In this case, the
user must actually primarily decide how many treed comprise forest. This is
a significant advantage compared to the neural orétwr a support vector regression
method, where the number of parameters (and theisntimber of possible variants of
settings) is large. Random forests algorithm cah al@ck out a significant number of
explanatory information, where only a small numbéthem has a decisive influence on
the analyzed phenomenon. In this publication, duhe small number of variables, there is
no such risk.

SOM (Self-organizing neural networks)

The most common type of network referred to as@@j@nized have been presented in
the paper [16]. They belong to the network learw@tiout a teacher, which means that at
the training stage, for setting the input is natvided on the output patterns. So, the task of
the network is to create these patterns on theesthdearning and self-classify the input
data. With the algorithm, which is used in mostted SOM neurons representing similar
classes which are next to each other to form arretd map, making it possible to
determine the relationship between the classesvexteSelf-organizing neural networks
are composed of two layers: the input and outpomfmetitive) in the form of one or
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two-dimensional array. In contrast to other typeaeaiworks discussed neural networks do
not have the hidden layer, each neuron of competitiyer is connected to all the neurons
of the input layer. Discussed neural network is @@ in which individual neurons are

connected to all components of the dimensional input vectoX. Scales connections of

neurons form the vector;, = [wi, Wi, .., Win]T. Vector of input signals before learning

process is subjected to a standardized, which eawritten:

X :L (5)

2 ()

k-1

Once stimulated the network by the input veottihe competition stage will win such
a neuron, for which the weights at least diffemirthe corresponding components of the
vectorx. Winner, thew;, neuron, satisfies the relationship [16]:

d(x,w,) =mind(xw) (i =1,2,...,n) (6)
I<i<n
where:w,, - weight vector of the neuron winnind(x, w;) - distance (usually Euclidean)
between the vector presented input pattgyrafd the weight vector), i - the number of
outputs.

At the stage of learning self-organizing neurawwek is defined by the number of
neurons forming topological layers and the numbéeaching periods.

Considering the fact that the methods of clasgificaare used in conjunction with
models of regression and improve the ability ofdstive mathematical models, which is
why they are being increasingly used in the didomssf practical documented through
publications [11, 12, 17]. The review of the liten@ shows [10, 18], that these analyzes
are made by hybrid models which are usually a coatlwin of self-organizing artificial
neural network with another type of neural netw(pkobabilistic, multi-layer perceptron,
recurrent). However, the above-described approabhesits disadvantages, especially in
case they have a small amount of input data or wienyields as a result of the
classification is characterized by significant eiffnces. In these cases there may be
problems at the stage of learning and testing aess@pn mathematical model. For this
purpose, it seems logical to use the discriminatoogel for the distribution of training set
for the classification purpose ¥f= [xy, X, ..., X,] and determine the vector:

U =[uy, Uy, Us, ..., U], where:u;=0o0r1{=1,2,..n (7
andui=1—u,; =0

constituting an additional explanatory variable ¢g@n) in a mathematical model of
classification or regression. Noteworthy is thetfétat the approach outlined above
requires no additional separation of training datathe appropriate classification. The
resultant vector u of using discriminatory modeimpdements the input data contained in
the form of a vectorX. Finally, one can say that predictor explaining talue ofy
(independent variable) in this case (vectors cagyiartificial neural networks, tree
reinforced etc.) is a vectt ' = [X, u]. In the present study to determine the veatbeing
the basis for classification of input data applgsdf-organizing Kohonen neural network
type of a topological layer 22, while the number of periods at the stage ofnieg was

a 1000. The thus obtained vecta) provide an additional variable of a Boolean maiel
forecast settleability using random forests methodvhich they have already taken into
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account the sediment temperature, instantaneous dled the value ofE in the final
measurements. In order to carry out a proper legraf the analyzed in this study models
(RF, RF + SOM, MARS) and the appropriate evaluatioh their operation,

a division of the data sets (learner - 50%, vaiildpt 25% and the test - 25%) have been
done.

Criteria for evaluation of the models

In order to assess the predictive ability of thevabdescribed models commonly used
measures were applied which include:
- mean errorNIAE)

1 n
MAE:E @‘ Yi obs ™~ Yi ,pred‘ (8)
i=1
- mean percentage errcAPE)

n

1
MAPE—EDZ

i=1

yi,obs_yi,pred 10 (9)

yi ,0bs

Where the subscriptabs - refers to measured valugsed - refers to calculated values,
n - refers to number of elements in the set, inaasen = 4652.

Calculation results

The results of calculation carried out using statid methods (classical RF and
modified RF + SOM) and MARS method are presentedable 1. For the WWTP in
Cedzyna, being under consideration in this papeandom number of forest trees varied
from 50 to 100 and in the MARS method the amounthef base functions varied in the
range of 5-10.

Analyses show that in the case of the forecastevak(t) based on the temporary
inflow of Q(t) and the temperature of the slud@@), the best results of settleability
simulation obtained using modified random foresethnd (RF + SOM), for which the
error values areMAE = 57.8 criVdm?® andMAPE = 13.9%. On the other hand, the worst
performance ofE(t) prediction obtained from the mathematical modeledoped using the
method of MARS. In that case, the error values egaal: MAE = 84.8 crydm® and
MAPE = 18.1%. Slightly worse results of analyzes thamtiie previous modelQ, T) were
obtained when explanatory variables of settleghilitdge was the values @{t-1). In this
case, the smallest error values were obtained ubiegnodified random forests method
(MAE = 53.1 cn¥dm® and MAPE = 12.5%), and significantly higher in the statiati
models developed based on the method MARSAE = 111.1 cr¥dn® and
MAPE = 25.4%) and random forestdAE = 113.1 cri¥dm® andMAPE = 26.1%).

Furthermore, the simulations show that the flove €3{t-2) has no effect on improving
the prediction accuracy of statistical models oftlegbility. This is confirmed by the
evaluated model prediction errors in the method&R8 (MAE = 113.1 cri¥dm® and
MAPE = 25.6%), RF MAE = 110.5 cri¥dn?® and MAPE = 25.1%), and (RF + SOM)
(MAE = 61.7 cni¥dm® and MAPE = 14.3%). Much better results than before abutting
against theQ(t-1) and Q(t-2) were obtained with the temperaturé@-1) and T(t-2).
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In such a case, there were used for predictings#tdeability calculated values of the
prediction erroiSE(t) for the methods MARS, RF and RF + SOM are respagtequal to:
MAE = 86.9 cn¥dm® andMAPE = 18.3%,MAE = 72.2 cnVdm® andMAPE = 15.9% and
MAE = 34.9 criVdm?® andMAPE = 8.5%. Similar values of prediction errorsSE(t) were
obtained when explanatory variables in the modetewthe values of the temperature
T(t-1).

Table 1
Comparison of the accuracy of forecasts for theeliged mathematical models by methods: MARS, random
forests (RF) and the modified random forests (RFOM)

MARS RF RF+SOM
Variables Education Test Education Test Education Test
MAE |MAPE| MAE |MAPE| MAE MAPE| MAE [MAPE| MAE |MAPE| MAE |MAPE
QT 104.9| 30.8 | 84.8| 18.1| 76. 224 691 155 487 1p9 §7.891

Q(t-1) 132.6| 39.9 | 111.1] 254 | 1113] 33.7| 111326.1 | 478| 13.1] 531 125%
Q(t-1),Q(t-2) | 131.8| 39.6 | 113.1] 25.6 | 113.9] 33.9 | 1105/ 25.1 | 66.2| 19.1] 61.7 143
T(t-1), T(t-2) | 108.7| 33.4 | 86.9| 18.3] 809 242 72 159 31 82 349 8.5

T(t-1) 108.8| 33.5| 86.8| 183 787 236 715 159 326 94 3589 B.

SE(t-1) 409 | 124| 431 103 408 12 420 101 3856 $.359| 89
SE(t-1), T(t-1) | 404 | 12.3] 424 100 410 12 410 94 3B.8 8.6819| 8.8
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Fig. 1. Comparison of the results of settleabitifculations by the modified method of random ftwes
with the measurement ones

Analysis of the data given in Table 1, obtainedttos basis of simulations carried out
showed that the best ability of predicting the eslwfSE(t) have models, in which results
of the previous measurement of settleability hagenbtaken into account. Forecasting
variable SE(t) based onSE(t-1) error values for absolute and relative statidtimodels
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developed using the method MARS, random forestd, the modified model of RF are
respectively equaMAE = 43.1 cn¥dm® and MAPE = 10.0%,MAE = 42.0 cnivdm® and
MAPE = 10.1% andVIAE = 35.9 cni¥dm® and MAPE = 8.8%. Furthermore, based on the
performed simulation, it was found that the methBé#fsand MARS inclusion in the model
based on th&E(t) with the additional values di(t-1) leads to a slight improvement in the
accuracy of predictions settleability values. lderto visualize the results of calculations
obtained using the modified random forests mettmdpared them with the measurement
ones (Fig. 1).

Conclusions

It was found that the methods MARS and random fer¢éRF) may be used for
mathematical modelling of the settleability proceSarried out calculations showed that
introduction of the additional variable of a cldigsition type, based on the self organizing
neural networks, into the random forest model leada significant improvement in the
predictive ability of the such improved RF methéids confirmed by the values given in
Table 1. On the other hand, comparable resulth®fsettleability process forecast were
obtained using the methods MARS and RF. Calculati@ve shown that the best results in
the settleability process predicting were obtaimdtbn the values of the settleability and
temperature specified in the previous measuremer# the data input to the model.
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