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Abstract – Microgrids in island mode with high penetration of 
renewable energy sources in combination with gensets and 
battery storage systems need a control system for voltage and 

frequency. In this study the main goal is maximization of the 
energy feed-in by renewable sources. Therefore it is necessary to 
keep the State of Energy for the Battery Storage System in a 

range that the excess energy can be absorbed and used in a later 
period of the day. In this paper an approach for State of Charge 
scheduling based on load and generation prediction is described. 
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Islanding; Microgrids; Power system management.  

I. INTRODUCTION

In island grids with volatile renewable power generation it 

is desired that this sources can always feed in their maximum 

power.  

The usage of battery storage systems (BSS) can support the 

grid, especially when the renewable generation is higher than 

the power consumption. In these periods the excess energy has 

to be absorbed completely by the BSS, as gensets can only 

deliver power. It has to be ensured that the State of Energy 

(SOE) of the BSS do not exceed its limits and always have 

enough margin. In this paper we work with the State of 

Energy (SOE) instead of the State of Charge (SOC) which 

slightly differs due to the changing voltage. The approach for 

BSS scheduling given here is based on the prediction of load 

and renewable power generation.  

In periods of excess electricity generation, the BSS need to 

store the complete energy. Therefore the SOE has to be 

scheduled that way that the BSS is discharged sufficiently in 

periods with a lack of power. Furthermore uncertainties of 

prediction need to be taken into account as well. 

For a stable operation with several grid-building 

components, frequency control is necessary. The concept 

presented here is based on primary and secondary control 

[1]–[6].  

Reactive power and voltage control is not considered in this 

study. 

II. GRID STRUCTURE

An island grid with distributed renewable energy sources 

(distributed power generation, DG) is investigated. It is 

assumed that all DG units are current sources without grid 

building capability. Furthermore directly coupled gensets (e.g. 

driven by vegetable oil) and Battery Storage Systems (BSS) 

are available. The complete system is monitored and 

controlled by a microgrid controller (MGC). In Fig. 1, the 

investigated grid structure is illustrated.  

Fig. 1. Island grid consisting of consumers (load), distributed renewable 
energy sources (DG), gensets, battery storage systems (BSS) and a microgrid 

controller (MGC). 

The active power consumption of the grid is summarized to 

Pload whereas PDG is the sum of all DG. For an equilibrium of 

power, the compensation power Pcomp is introduced: 

comp load DG .P P P  (1) 

The power deviation is compensated by gensets (Pg) as well 

as Battery Storage Systems (PBSS): 

comp g BSS.P P P  (2) 

For grid building and frequency control, at least one genset 

resp. BSS must be in operation. For load sharing, the 

conventional concept of primary and secondary control is 

used. For active power sharing, the following dependency 

between active power and frequency is implemented: 

)()( ,0,,0  ffkPfP f  (3) 

where f0,ν and P0,ν are the setpoints for frequency and power 

for each component ν. The frequency droop factor kf,ν defines 

the relation between active power and frequency deviation. 

For primary control, the second part of the relation shown in 

(3), kf,ν(f – f0,ν) is responsible to stabilize the grid. Depending 
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on the droop factor kf,ν active power is supplied for a certain 

frequency deviation. As this control needs to react very fast, it 

is implemented directly in the component controller. A load 

depending frequency deviation is acceptable. 

t

Pν 

t

f

f0

a)

b)

P0,ν 

P

Fig. 2. Primary and secondary control; a) active power and active power 
setpoint; b) grid frequency. 

The secondary control is changing the setpoint P0,ν with a 

slow time constant to reach the original frequency again 

(Fig. 2). 

III. SECONDARY CONTROL

Besides primary control, the active power setpoint P0,ν of 

each component ν is set by the secondary control which is 

much slower than the primary control. In the study presented 

in this paper, P0,ν is based on load and DG prediction. 

For dimensioning of the control system, several conditions 

are defined: 

 It is assumed that the consumed energy per day is

higher than the energy produced by DG:

0')'(
0

 dttP
endT

comp (4) 

whereas 
end 24 hT  . 

 The BSS is not able to consume or generate energy for

a very long time. Hence after a certain periodical

time span Tend, e.g. 1 day, it is assumed: 

 
endT

BSS dttP
0

0')'( (5) 

 
end endT T

gcomp dttPdttP
0 0

')'(')'( (6) 

 The genset power Pg is always positive (no power

feedback):

0gP (7) 

 It is assumed that gensets as well as BSS can feed the

grid alone with respect to power, that means without

renewable energy generation. Measurements in a real 

system show clearly that due to cloudy sky PV power 

as an example for DG can decrease from 80 % to 

20 % within less than one minute. This fact 

necessitates an immediate take-over of the load by 

the BSS for at least a short period of time. 

 The energy stored in the BSS is defined as EBSS(t)  and

depends on the initial stored energy EBSS,0 and on the

integral of the BSS power: 


t

BSSBSSBSS dttPEtE
0

0, ')'()( (8) 

Self-discharge is neglected. 

PBSS > 0 if the BSS is delivering power.  

Another common representation for the energy stored 

in a BSS is the State of Energy (SOE) [7]: 

totalBSS

BSS

E

tE
tSOE

,

)(
)(  (9) 

where EBSS,total is the total capacity of the BSS at the time of 

operation. 

 The energy EBSS(t) that needs to be stored has to be in

the range of :

max,min, )( BSSBSSBSS EtEE  (10) 

resp. 

maxmin )( SOEtSOESOE  (11) 

IV. MICROGRID CONTROLLER SETUP

The MGC presented in this work is a superordinate 

controller for the operation of microgrid facilities (BSS, 

gensets) and responsible for the application planning (Fig. 3).  

BSS ctrl Genset ctrl

Load and generation

Prediction

Load 
sharing

Group Controller Group Controller

Microgrid Controller

Input
data

Fig. 3. Structure of the microgrid controller (MGC).
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The MGC consists of group controllers for BSS and gensets 

as well as a block for load sharing between BSS and gensets. 

As a fundamental for load sharing planning, the electrical 

consumption (load) and the volatile DG production are 

predicted (prediction block). As the DG sources have no grid 

building capability, at least one BSS or genset must always be 

in operation. 

A. Prediction

The power consumption Pload as well as the volatile

electricity generation PDG are predicted. Many conditions and 

effects need to be taken into account. In the literature several 

methods are described [8]–[13], but this subject is not part of 

this study. Thus a prediction of the compensation power Pcomp 

can be determined according to (1). At times of higher 

production than consumption (Pcomp negative), the BSS must 

be capable to store the excess energy. Therefore it needs to be 

ensured that the stored energy is within the limits defined in 

(10) resp. (11).

B. Load Sharing Planning

The difference between Pload (consumption) and PDG

(volatile generation) needs to be compensated by the gensets 

and/or the BSS.  

For the compensation power Pcomp  it has to be distinguished 

between sections where Pcomp ≥ 0 and where Pcomp < 0. 

Therefore the predicted curve Pcomp  is divided into i  different 

sections. The borders ti of the sections are determined by a 

zero-crossing method. The energy of each section can be 

calculated by: 





i

i

t

t
compi dttPE

1

')'( (12) 

Fig. 4a shows an example for the predicted curve Pcomp. It 

can be divided up into 5 sections. In the first, third and fifth, 

Pcomp is positive. In section two and four it is negative, that 

means that power needs to be absorbed. As gensets cannot 

absorb power (7), the BSS need to be charged. It has to be 

ensured that the BSS always have enough free capacity. In 

other words the SOE needs to be small enough before the 

charging period. The amount of energy in the 5 sections is 

calculated to E1, …, E5.  

For this reason, at the time t1 resp. t3 the BSS must have 

enough residual capacity to store the energy E2 resp. E4. Under 

consideration of (10), the following conditions must be 

fulfilled (Fig. 4b): 

2max,1min, )( EEtEE BSSBSSBSS  (13) 

4max,3min, )( EEtEE BSSBSSBSS  (14) 

Consequently, at the time t2 resp. t4 the stored energy of the 

BSS ESOC(t) is in the range of: 

t

Pcomp

t

EBSS

EBSS,max

EBSS,min

a)

b)

Tend

EBSS,0

Tend

t1 t2 t3 t4

E2

E1
E3

E4

E5

t0

E2 E4

Fig. 4. Example for compensation power and the related stored energy of the 

BSS. 

max,22min, )( BSSBSSBSS EtEEE  (15) 

max,44min, )( BSSBSSBSS EtEEE  (16) 

As a general approach for (13)–(16), EBSS(ti) at the 

beginning of the charging period needs to be in the range of: 

1max,min, )(  iBSSiBSSBSS EEtEE (17) 

After charging periods, )( iBSS tE is in the range of: 

max,min, )( BSSiBSSiBSS EtEEE  (18) 

As maximum renewable energy feed-in is one main goal, 

the BSS should always be able to store the excess energy 

completely. Thus it is necessary to keep the SOE at a low 

level, as low as possible but as high as necessary to fulfill the 

required demands of the following periods. Before a period in 

which the BSS will be charged, the SOE should be at SOEmin. 

Besides this, at the time t = 0 the curve for EBSS is defined 

to: 

0,)0( BSSBSS EtE  (19) 

Depending on (2) and (5), at time the t = Tend the value of 

EBSS  should reach again EBSS,0:  

0,)( BSSendBSS ETtE  (20) 

Next, the power setpoint curves for the BSS PBSS(t)  as well 

as for the gensets Pg(t)  are estimated.  

Therefore it is distinguished between ranges of Pcomp ≤ 0 

(case a) and Pcomp > 0 (case b).  
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Case a) Pcomp ≤ 0: in times when Pcomp is negative, no 

gensets are feeding in (Pg = 0). Hence the BSS power in this 

time range is equal: 

compcompBSS PPP  )0( (21) 

Case b) For ranges of Pcomp > 0 , the load sharing depends 

on the predicted energy until the BSS is charged again.  

Therefore the load sharing factor kBSS is introduced. In the 

following it is defined by the share of energy that can be 

delivered by the BSS in the time range from ti to ti+1 divided 

by the total compensation energy Ecomp  in the same period: 

)()(

)()(

1

1min,
,

icompicomp

iBSSiBSS
iBSS

tEtE

tEtE
k









(22) 

where ti  and ti+1  are the borders of the time range of a block 

with positive Pcomp. In the example shown in Fig. 4 the ranges 

are: 

 from t0  to t1,

 from t2 to t3,

 and from t4 to Tend.

Before an interval in which the BSS needs to be charged 

according the prediction, SOE must be kept low enough, 

ideally at SOEmin. This fact defines EBSS(ti) respectively kBSS,i. 

In other words, it determines the participation of BSS in the 

load sharing. Additionally an uncertainty in both, load resp. 

generation prediction, must be taken into account.  

If the available energy of the BSS is greater than the needed 

energy,  kBSS,i  is limited to: 

10 ,  iBSSk (23) 

In that case, the gensets are not in operation in this interval. 

This leads to the following BSS and genset power for the 

section i: 

)()( , tPktP compiBSSBSS   for 1 ii ttt ; (24) 

)()1()( , tPktP compiBSSg   for 1 ii ttt ;  (25) 

Now for the whole predicted time range the BSS’ SOE as 

well as genset and BSS power are set. If the BSS is not 

capable to store the excessive energy completely, further 

concepts like DG feed-in reduction or additional loads such as 

power-to-heat systems are necessary, but this is not part of the 

presented work. 

C. Group Controllers

If more than one genset unit or BSS unit exist, a group

controller is in charge of optimum operation of these 

components. Depending on the requested power, one or more 

units are in operation. Other conditions like minimum power, 

minimum time in operation, redundancy but also 

environmental aspects like noise emission can be taken into 

account. The dimensioning depends highly on the local 

circumstances where the island grid is installed and need to be 

adapted individually. 

The group controller also allows changing of the droop 

factors of each unit with respect to primary control. 

V. SIMULATION

The concept of load sharing by SOE prediction described 

above is simulated using the software Matlab.  

It is basing on the prediction of the load Pload  as well as of 

the DG PDG. The prediction data have a resolution of 15 

minutes for a time span of 24 hours. 

It is assumed that the sum of the maximum active power of 

all the BSS is higher than the maximum value of Pcomp. For 

Pcomp > 0 the same is assumed for the gensets.  

The BSS dimensioning is described in Table I, according to 

a real Li-Ion based storage system in the village Wildpoldsried 

in the south of Germany [14]–[16].  

TABLE I 

BSS SIMULATION PARAMETERS 

Total Energy Capacity 165 kWh 

Max. State of Energy 0.8 

Min. State of Energy 0.2 

Initial SOE 0.3 

In this study, 4 different scenarios are investigated by 

simulation. The predicted load curve Pload (standard load 

profile H0 for households) for an annual electricity demand of 

560 MWh is shown in Fig. 5a.  

Fig. 5. a) Load prediction curve for 1 day; b) four different scenarios for the 

DG curve for 1 day.
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Further for all assumed scenarios the DG curve (PDG) can be 

seen in Fig. 5b. The amount of generated energy as well as the 

maximum power generated by DG is shown in Table II. 

For each scenario, the compensation power Pcomp  is calculated 

out of Pload and PDG according to (1). 

TABLE II 

DG CHARACTERISTICS FOR INVESTIGATED SCENARIOS 

Scenario Total Energy, kWh Max. Power, kW 

1 631.2 110.6 

2 592.9 108.9 

3 333.7 54.8 

4 789.0 138.3 

A. Scenario 1

The predicted power Pcomp defined as the difference

between Pload and PDG has to be balanced by BSS and gensets. 

It is illustrated for scenario 1 in Fig. 6.  

Fig. 6. Prediction curve for Pload, PDG  and the resulting Pcomp (scenario 1). 

It can be seen that the BSS has to absorb power in the time 

range between approx. 11h and 16h (Pcomp < 0). In this time 

period, the genset is not in operation (Pg = 0). The simulation 

results for scenario 1 are shown in Fig. 7.  

To reach SOEmin before the charging period, the BSS is 

discharged in the interval between 0h and 11h with 

kBSS = 0.04. That means that approx. 4 % of Pcomp  is supplied 

by the BSS while 96 % is supplied by the genset. In the next 

period (from 11 h to 16 h), the genset is off while the BSS is 

charged (from SOE = 0.2 to SOE = 0.7). In the period from 

16 h to 24 h, the BSS is discharged with approx. 12 % of Pcomp 

to reach again the initial SOE = 0.3 at the time 24 h.  

B. Scenario 2

For scenario 2, the resulting curve for Pcomp is shown in

Fig. 8. It is assumed that the decentralized generation has a 

high volatile behavior. This also effects Pcomp. 

The results for PBSS, Pg  and Pcomp are shown in Fig. 9a. It 

can be seen clearly that the power fluctuation in the time 

period between 12.5h and 16h is completely covered by the 

BSS. The gensets are off during this period (Pg = 0).  

Fig. 7. a) BSS and genset power curve for 1 day. b) resulting SOE curve for 

scenario 1. 

Fig. 8. Prediction curve for Pload, PDG  and the resulting Pcomp  (scenario 2). 

Fig. 9. a) BSS and genset power curve for 1 day. b) Resulting SOE curve 
(scenario 2). 
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C. Scenario 3

In scenario 3, the electrical load is always higher than the

power fed in by DG (Fig. 10). 

Fig. 10. Prediction curve for Pload, PDG and the resulting Pcomp  (scenario 3). 

Fig. 11. a) BSS and genset power curve for 1 day. b) Resulting SOE curve 
(scenario 3). 

Hence the renewable power is consumed by the load at all 

times. As the BSS cannot generate energy (2), it will not 

increase the amount of usable renewable energy when looking 

at a full day.  

For that reason the BSS is not used for load sharing 

(Fig. 11). The predicted SOE stays constant. Nevertheless, fast 

changes of power (primary control) will be covered by BSS. 

D. Scenario 4

In the last scenario, a high DG feed-in is assumed (Fig. 12).

In Fig. 13 it can be seen that the BSS capacity is not sufficient 

for the predicted DG generation. At maximum, the BSS needs 

to store 205 kWh which is more than the rated capacity. 

Therefore other steps are necessary for a stable operation of 

the island grid. This could be for example a reduction of DG 

generation or the usage of further loads, such power-to-heat 

systems. These methods are not described in the frame of this 

study. 

VI. CONCLUSION

In this study first steps of a concept for load sharing 

prediction and BSS scheduling in small island grids are 

presented. The main goal is the complete usage of the volatile 

renewable power generation by application of battery storage 

systems (BSS). All the renewable energy should be used to 

reduce the operation of conventional power sources such as 

gensets. Simulation results for SOE prediction are shown for 

different scenarios. Fast changes of power (primary control) 

are not taken into account in the simulation. 

This work presents a method for optimum dimensioning and 

operation of batteries in non-interconnected microgrids with a 

high penetration of renewable energy sources. 

Fig. 12. Prediction curve for Pload, PDG and the resulting Pcomp  (scenario 4). 

Fig. 13. a.) BSS and genset power curve for 1 day. b.) Resulting SOE curve 
(scenario 4). 
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