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Abstract – The paper aims at modelling the electricity 

generator’s expectations about price development in the Latvian 

day-ahead electricity market. Correlation and sensitivity analysis 

methods are used to identify the key determinants of electricity 

price expectations. A neural network approach is employed to 

model electricity price expectations. The research results 

demonstrate that electricity price expectations depend on the 

historical electricity prices. The price a day ago is the key 

determinant of price expectations and the importance of the 

lagged prices reduces as the time backwards lengthens. Nine 

models of electricity price expectations are prepared for different 

natural seasons and types of the day. The forecast accuracy of 

models varies from high to low, since errors are 7.02 % to 

59.23 %. The forecasting power of models for weekends is 

reduced; therefore, additional determinants of electricity price 

expectations should be considered in the models and advanced 

input selection algorithms should be applied in future research. 

Electricity price expectations affect the generator’s loss through 

the production decisions, which are made considering the 

expected (forecasted) prices. The models allow making the 

production decision at a sufficient level of accuracy. 

 

Keywords – Adaptive expectations, electricity, neural network, 

price, production decision making, profit.  

I. INTRODUCTION 

The concept of expectations is a key element of the 

behavioural economics (Chow, 2011) and refers to the 

anticipation or belief about the future of variable, such as 

commodity price, inflation, interest rates, wage, etc. (BN 

Vocabulary, 2016). J. F. Muth (1961) suggests that 

“expectations, since they are informed predictions of future 

events, are essentially the same as the predictions of the 

relevant economic theory”.  

The topic of the price expectations has been well 

documented in the scientific literature. The theoretical 

background of price expectations was laid by M. Ezekiel 

(1938), R. M. Goodwin (1947), M. Nerlove (1958), J. F. Muth 

(1961), R. E. Lucas (1976), etc. The methodological 

insufficiencies of the adequate measurement of the 

expectations were solved by G. de Menil & S. Bhalla (1973), 

D. K. Pearce (1975), G. W. Evans & G. Ramey (2006), D. 

Demery & N. W. Duck (2007), etc. The issues of the 

measurement of the price expectations in the electricity market 

by applying various forecasting methods were tackled by 

J. C. Cuaresma et al. (2004), R. Weron & M. Misiorek (2008), 

S. Schlueter (2010), Z. Tan et al. (2010), O. Abedinia et al. 

(2015), etc. S. Aggarwal et al. (2009) and R. Weron (2014) 

summarised the methods applied to forecast electricity prices. 

The determinants of price expectations were presented by 

J. F. Muth (1961) and M. D. Johnson (1995). A comprehensive 

review of the determinants that could be used to analyse 

electricity price expectations was performed by S. Aggarwal et 

al. (2009). Recently, the number of papers that could be 

related to the topic of modelling of price expectations in the 

electricity market have been increasing (Bobinaitė & 

Konstantinavičiūtė, 2012; Catalão et al., 2007; Vahidinasab et 

al., 2008; Chogumaira & Hiyama, 2011; Keynia, 2012; Dev & 

Martin, 2014; Anbazhagan & Kumarappan, 2014; 

Al-Shakhs & El-Hawary, 2015; etc.). Practically, these are the 

papers providing empirical evidence of the key factors 

forming electricity prices and the relevant methods to forecast 

prices. Papers are rather technical and are lack of relation to 

the production decision making and the results of economic 

performance. 

Consequently, it has to be acknowledged that so far there is 

a shortage of an integrated approach to the price expectations 

in the electricity market, although practical and scientific 

reasons exist.  

From the practical point of view, the electricity price 

expectations are important to analyse seeking to facilitate the 

process of the electricity production decision making, as it was 

argued by Knoll and Engels (2012), as well as Panapakidis 

and Dagoumas (2016). From the scientific viewpoint, the 

analysis of the topic is relevant seeking to solve the 

methodological insufficiencies by binding into the entire 

system the fundamentals of electricity prices, the electricity 

price forecasting methods, the decision making and the results 

of economic performance. The practical and scientific reasons 

are the motivating factors for a deeper research in the area of 

electricity price expectations. 

Thus, this paper covers the following questions: what are 

the determinants of electricity price expectations, how to 

measure price expectations and how do the electricity price 

expectations impact the electricity production decision and 

thereinafter the generator’s profit?  

The paper aims at modelling the electricity generator’s 

expectations about electricity price development in short-term 

and disclosing their role in the process of electricity 

production decision making and thereinafter determining their 

effect on the profit / loss of generators, who participate in a 

competitive market.  

To achieve the aim, the following tasks are set: 

 to identify the key determinants of the electricity price 

expectations; 

 to review the methods used to model electricity price 

expectations; 
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 to model the electricity price expectations based on the 

theory of adaptive price expectations and the neural 

network approach; 

 to disclose the role of electricity price expectations in 

the process of production decision making and 

hereinafter their effect on the generator’s profit/loss. 

The literature review, statistical data, correlation and 

sensitivity analysis methods and the method of neural network 

are used to achieve the aim and accomplish the tasks of the 

paper. 

II.  LITERATURE REVIEW  

A. The Theories of Price Expectations 

The theories of price expectations started being developed 

in the first half of the past century, when it was explicitly 

perceived that in an uncertain world the decisions were mostly 

made taking into account the expectations. Recently, several 

types and theories of price expectations have been known. 

They are classical, normal and extrapolative – regressive price 

expectations and the theories of adaptive and rational 

expectations. 

The evidence of the classical price expectations is found in 

the work of M. Ezekiel (1938). The scientist discussed the 

“cobweb theorem” and showed how prices move towards the 

equilibrium. Following the graphical representation of the 

“cobweb theorem” and the reasoning about the behaviour of 

the economic agents, M. Ezekiel (1938) inferred that the 

expected price of the commodity was equal to its latest price. 

This is also known as the static or “naive” price expectations 

(Thiemer, 2007). The mathematical expression of the classical 

price expectations is provided in (1): 

 e

1t tp p  , (1) 

where pe
t is the expected price in time t; pt−1 is the price in 

time t − 1. 

 

The conception of the normal price expectations extends 

the concept of the classical price expectations by introducing 

the “normal” price towards which the current price of the 

commodity moves (Thiemer, 2007). The mathematical 

expression of the normal price expectations is provided in (2): 

 e

1 n 1( )t t tp p p p    , (2) 

where pn is the “normal” price, which is the price the generator 

thinks sooner or later will be in the market;   is the speed of 

price movement towards the “normal” price ( is between 0 

and 1). 

The insights into the extrapolative – regressive expectations 

could be found in the work of Goodwin (1947), where the 

price expectations depend on the historical prices of the 

commodity. The mathematical expression of the 

extrapolative – regressive expectations is provided in (3): 

 e

1 1 2( )t t t tp p p p     , (3) 

where pt−2 is the price in time t − 2;   is the coefficient of 

error adjustment, which is between −1 and +1. 

Equation 3 shows that the expected price is formed from the 

observed past price and a particular portion of the most recent 

price change. Depending on the sign of  , the expectations 

are extrapolative (  > 0) or regressive (  < 0). 

The theory of adaptive expectations presented by 

M. Nerlove (1958) assumes that the economic agents form 

their expectations about what will happen with a price in 

future based on what has happened in the past. Specifically, 

the economic agents take an assumption that the future price 

depends only on the price in the past. The mathematical 

expression of the theory has several forms, which are provided 

in (4) and (5): 

 e e e

1 1( )t t t tp p p p    , (4) 

e 2 3

1 2 3(1 ) (1 ) (1 ) ...t t t t tp p p p p                , (5) 

where pe
t is the expected price – the next year’s price that is 

currently expected (at time t); t is time when expectations are 

formed or actual price is set; pe
t−1 is this year’s price that was 

expected in the previous year; pt is this year’s actual price;   

is the coefficient of the revision of price expectations 

(Mlambo, 2012) or a learning parameter determining the speed 

with which the errors are adjusted (Shepherd, 2012).   lies 

between 0 and 1. 

Equation 4 shows that the expected price is a sum of the 

expected price in the past and the adjusted expectational error. 

When the economic agents form new price expectations 

(pe
t+1), they revise the expectations made in the past (pe

t) by 

current expectational error (pt+1 – pe
t), which is adjusted by the 

coefficient of revision (  ). If the economic agents exactly 

anticipated the price in the past (i.e., pe
t = pt+1), then a zero 

expectational error is achieved, i.e., the price expectations will 

be hold until the exogenous factors alter the actual price.  

The solution of (4) gives a new form of the adaptive 

expectations (5). Equation 5 shows that all price expectations 

formed in the past and past actual prices are embodied in the 

current price expectations. It is suggested to analyse the price 

expectations as a weighted sum of past actual prices, when 

weights decrease looking backwards to the past.  

Depending on the value of the coefficient of revision (  ), 

several types of adaptive expectations exist (Table I). 

TABLE I 

TYPES OF ADAPTIVE EXPECTATIONS (SHAHRAM FATTAHI GAKIEH, 2008; 

MLAMBO, 2012) 

Types of adaptive 

expectations 

The coefficient of 

revision 

Equation of price 

expectations 

Autonomous    = 0 e e

1t tp p   

Static    = 1 e

t tp p  

Induced 0 <  < 1 e e e

1 1( )t t t tp p p p     
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The greater   is, the more significant is the impact of the 

historical price on the price expectations. The static adaptive 

expectations assume that there is a permanent shift in the price 

formation process, thus   = 1, and the economic agents 

expect that the price in time t + 1 will be the same as it was in 

time t. The autonomous adaptive expectations assume that 

expectational error is random; thus, there is no error 

adjustment (i.e.,   = 0), and the economic agents will not 

change their expectations about the price. The economic 

agents will change price expectations if they observe a 

difference between what they expected about the price for 

time t and what actually happened with the price in time t. 

The theory of adaptive expectations is criticised due to 

several reasons. Firstly, an assumption that price expectations 

are sensitive to a single factor, i.e., past price, seems too 

simple and “less logically satisfactory” (Mlambo, 2012) than 

assumptions of the competing theory of rational expectations. 

As it was observed by J. F. Muth (1961), the “expectations 

generally underestimate the extent of changes that actually 

take place”. This is because not all relevant information is 

taken into account when modelling the adaptive expectations. 

Secondly, the theory of adaptive expectation postulates that   

is constant or time-varying (Shepherd, 2012). L. Mlambo 

(2012) suggests allowing   varying without an upper bound 

and among the groups of the economic agents. Thirdly, the 

critics of the theory disagree with an argument that the 

economic agents are good statisticians and, therefore, are 

capable of providing reliable forecasts based on which 

expectations are assessed. They suggest putting more efforts 

and testing a validity of the developed models (Mlambo, 

2011). Fourthly, due to the retrospection, the theory cannot 

assess the impact of the announced future policies (Muth, 

1961; Lucas, 1976; Shahram Fattahi Gakieh, 2008).  

The theory of rational expectations, which was first 

proposed by J. F. Muth (1961) and accelerated the speed with 

the critique of R. E. Lucas (1976), is suggested to be called not 

a school of the economic thought, but instead “an ubiquitous 

modelling technique used widely throughout economics” 

(Sargent, 2008). The theory differs from the ones discussed 

above in a way it determines the relationship between price 

and price expectations. The mathematical expression of the 

theory of rational expectations is provided in (6): 

 e ( ) *t t tp p I p  , (6) 

where p* is the equilibrium price; It is information set used to 

form price expectations in time t. 

The hint to the explanation of (6) is found in the work of 

J. F. Muth (1961), where he used the concept of rational 

expectations to describe the economic situations in which the 

result (for example, price) depends on what the economic 

agents expect to happen. He asserted that because of its 

scarcity, information was not wasted by the economic system 

and the expectations depended on the structure of the entire 

system describing the economy. J. F. Muth’s (1961) 

assumptions proclaim that the economic agents use all 

information when forming price expectations (Shahram 

Fattahi Gakieh, 2008), i.e., price expectations are conditional 

on the information set It. If information hold by the economic 

agents allows expecting price increase, then buyers will start 

purchasing and sellers – limiting supply of the commodity 

now. When doing so the economic agents adjust the price by 

increasing it. Thus, a new equilibrium is reached (Johnson, 

1995) and an adjusted price is set. A new adjusted price is the 

market’s best forecast of the future price (Sargent, 2008). 

From the viewpoint of sophistication and profundity of the 

underlying economic statements, the theory is simple; 

however, applied methods complicate the implementation of 

the theory in practice. 

B. Approaches for Modelling of Expectations 

The approaches that could be used to model price expectations 

make a tight reference to the methods of price forecasting. 

Namely, the price forecasts received from the application of 

the forecasting method could be taken by the economic agents 

as a proxy to draw the inferences about the expected price 

(Binder, 2016). The established link between the forecasted 

and expected prices suggests that price expectations could be 

modelled by applying the methods of price forecasting. These 

are qualitative and quantitative methods.  

Qualitative methods are a group of intuitive forecasting 

methods strongly referring to the human factor, i.e., in a 

subjective opinion of experts, their knowledge and intuition 

about the price changes in future. The methods are 

recommended to use when the future of the price cannot be 

explicitly decided by using other methods, because they are 

not accurate (Bartkiene, 1993) and in cases of data shortage 

(Janeliūnas & Kasčiūnas, 2007). A detailed description of the 

methods is found in the studies of R. D. Anderson et al. (2009) 

and J. C. Armstrong & K. C. Green (2010). 

Quantitative methods are a large group of forecasting 

methods, which refer to the analysis of relationships between 

the historical prices and the factors forming them. When 

applying the forecasting methods, an assumption that fixed 

past tendencies will persist in future is taken. Electricity price 

forecasting is performed by applying a variety of forecasting 

methods. A comprehensive review of the methods is provided 

in the studies of S. K. Aggarwal et al. (2009) and R. Weron 

(2014). 

Game theory (equilibrium) models draw inferences about 

the price expectations through the analysis of the established 

price formation process, which matches the demand and 

supply in a particular type of the market, and the strategic 

bidding behaviour. The models are used to forecast prices in 

the hypothetical markets, which yet do not have historical 

prices, but market participants are interested in whether or not 

prices will be above the marginal cost and how this will 

influence the profit of participants. The models consider a lot 

of elements (participants, their strategies and interactions); 

thus, there is a price modelling risk. Moreover, the models 

suffer problems under the request of highly accurate electricity 

price forecasts in quantitative terms. The game theory models 

were applied in works of W. Lise & G. Kruseman (2008), 

M. Bonacina & F. Gulli (2008) and M. Tanaka (2009). 
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The fundamental models are based on the bottom-up 

approach (Keles et al., 2016) and aim at representing the 

electricity production, consumption and trading processes in 

the model at a very high level of accuracy. They are used to 

model prices in the authentic power sectors and markets. For 

this purpose, a large amount of actual data about fundamental 

factors such as demand pattern, production and transmission 

capacities and outages, fuel costs, production efficiency, CO2 

emission prices, electricity cross-border flows and other data 

are used. Precise physical and economic relations closely 

reflecting the reality are established through sophisticated 

mathematical equations. Thus, these are the parameter-rich 

models. Since a large amount of information is required to 

construct a fundamental model, it is used to model medium- 

and long-term electricity prices rather than short-term. The 

fundamental model was applied to assess the marginal costs in 

the German wholesale electricity market by H. G. Schwarz & 

Ch. Lang (2006). In Latvia, a new approach to forecast energy 

sector based on the system dynamics was developed (Skribans 

& Balodis, 2016). 

Reduced-form models (Markov regime switching and jump-

diffusion) were developed to capture the specific features 

(spikes, volatilities, mean-reversion, etc.) of electricity prices. 

Results of the modelling provide a realistic picture of the price 

dynamics and are usually used for derivative pricing and risk 

analysis (Weron, 2014). The examples of application of the 

reduced-form models are found in works of R. Weron & 

A. Misiorek (2008).  

Time series methods are used to forecast electricity prices 

by using past electricity prices and past values of factors 

forming electricity price. In many time series models, 

electricity consumption and production data are used as input. 

Depending on a variety of factors, the time series models are 

univariate and multivariate. Time series models are found 

attractive, since the relations set in the models help better 

understand the behaviour of electricity price, and models 

capture features of electricity prices (spikes, volatility, non-

stationarity, etc.) at a sufficient level of accuracy and provide 

good performance. However, time series methods are 

criticised due to their weak relation with the economic theories 

and a limited ability to model a non-linear behaviour of the 

electricity price. ARIMA, GARCH and regression models, 

their modifications and combinations are the most common 

time series methods. Time series methods are applied in the 

works of J. C. Cuaresma et al. (2004), R. Weron & 

A. Misiorek (2008), S. Schlueter (2010), Z. Tan et al. (2010) 

or V. Bobinaitė & I. Konstantinavičiūtė (2012). 

During recent years, the number of papers on the 

application of neural networks to forecast electricity prices has 

considerably increased. This is due to the advantage of the 

neural network to model a non-linear behaviour of electricity 

prices (Weron, 2014), a clear and easy implementation with a 

good performance (Al-Shakhs & El-Hawary, 2015) and its 

feature to be less time consuming (Vahidinasab et al., 2008). 

However, neural networks have limitations. They arise from 

the neural network’s disadvantage to capture some features of 

the electricity prices at a high level of accuracy. 

J. P. S. Catalão et al. (2007) found that a neural network is 

valuable to forecast electricity prices only during stable 

periods. D. Singhal & K. S. Swarup (2011) demonstrated a 

reasonable accuracy of the neural network to forecast 

electricity prices during the days with normal trends, but a 

reducing accuracy during the days with price spikes. The 

scientists observed that price spikes could be more accurately 

forecasted by including additional determinants. The neural 

networks are criticised because of a lack of theoretical 

background and a systematic procedure for the construction of 

the model. As a consequence, the construction of the model 

involves the experimental selection of a wide number of 

parameters by trial and error (Moreno et al., 2011). Three- and 

four-layered feed-forward neural networks are the most 

common architecture (Catalão et al., 2007; Singhal & Swarup, 

2011; Chogumaira & Hiyama 2011; Dev & Martin, 2014). 

Cascaded neural networks are also used (Amjady & Keynia, 

2009; Abedinia et al., 2015). Theoretically, the neural 

networks could take into account a variety of inputs (Keles 

et al., 2016); however, the research results demonstrated that 

lagged prices (Catalão et al., 2007; Vahidinasab et al., 2008; 

Anbazhagan & Kumarappan, 2014; Al-Shakhs & El-Hawary, 

2015) and a combination of lagged prices and demand of 

electricity (Chogumaira & Hiyama, 2011; Keynia, 2012; Dev 

& Martin, 2014) are the most relevant inputs to the models, 

which improve the accuracy of forecasts. 

Thus, it could be stated that the price expectations could be 

modelled by various electricity price forecasting methods, 

which differ in sophistication of mathematical apparatus, 

inputs included, time consumed, etc. However, neural 

networks are recognised as an advanced method to model non-

linear behaviour and are widely applied in practice. 

III. METHODOLOGY 

A. Data  

Data necessary for the research are collected from the 

database of Nord Pool Spot (2016). Data cover the period 

from 3 June 2013 to 9 February 2016. Hourly electricity prices 

formed in the day-ahead electricity market in Latvia are 

collected. All data (23568 observations) are divided into four 

subsets: 50 % of data are used to train, 25 % – to select, 

24.9 % – to test the network, and the remaining 0.1 % are used 

to forecast electricity prices. During the model construction 

phase, the training, selection and test subsets are used. The 

remaining subset is used during the model application phase. 

B. Method for the Input Selection 

As stated by D. Keles et al. (2016), the first and most 

critical step of the model construction is the selection of inputs 

and their preparation. As a number of inputs increase, the 

complexity of the model also increases and this leads to poor 

convergence (Anbazhagan & Kumarappan, 2014). Thus, the 

selection of a relevant set of inputs is of high importance.  

A correlation analysis method is used to select the inputs for 

the model, as it was suggested by V. Vahidinasab et al. 

(2008). The aim of this task is to eliminate inputs that are not 

effective, make the model technically sophisticated and large. 
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The results of the correlation analysis show that electricity 

price is correlated with the historical prices Pt−24, Pt−48, Pt−72, 

Pt−96, Pt−120, Pt−240, Pt−360 and Pt−480. Correlated data in a correct 

style and format are supplied to the neural network, as it was 

suggested by M. Al-Shakhs & M. E. El-Hawary (2015). 

C.   Method of the Neural Network 

A multi-layered perceptron (MLP), which is known as one 

of the most popular network types (Panchal et al., 2011), is 

chosen for the construction of model of electricity price 

expectations. The MPL network type is selected due to its 

features and advantages (Chen & Billings, 1992; Panchal 

et al., 2011; Moreno et al., 2011): 

 ability of correct learning of complex input-output 

mappings using historical data so that the model could 

later be used to produce the output; 

 ability of fitting the linear and non-linear functions 

without the need for knowing the shape of the 

underlying function a priori; 

 ability of guaranteeing that a one-hidden-layer network 

is sufficient to represent any arbitrary continuous 

function; 

 a universal model for non-linear systems; 

 easily applied, require less training time and provide a 

good performance. 

The key disadvantage is that the MLP trains slowly and 

requires a lot of training data (usually three times more 

training samples than network weights) (Panchal et al., 2011).  

Profile : MLP 8:8-5-1:1 ,  Index = 24
Train Perf. = 0,571484 ,  Select Perf. = 0,630826 ,  Test Perf. = 0,652544

 

Fig. 1. An example of a two-layered feed-forward neural network model for 

the quantification of electricity price expectations. 

The architecture of the MLP (Fig. 1) is composed of an 

input, one hidden and output layers. Each layer consists of a 

certain number of units. The number of units in the input layer 

is chosen based on the results of the correlation analysis. The 

number of units in the hidden layer is chosen by trials and 

errors, selecting several options and then running simulations 

to find the network with the best results, as it was done by 

J. P. S. Catalão et al. (2007). The output layer consists of a 

single unit, which is the electricity price.  

The MLP units across the layers are interconnected in a way 

that interconnections do not form any loops. This is a feed-

forward interconnection pattern, which was applied in the 

works of J. P. S. Catalão (2007), N. Chogumaira & T. Hiyama 

(2011), S. Anbazhagan & N. Kumarappan (2014) and 

M. Al-Shakhs & M. E. El-Hawary (2015). 

Units in the layers have their synaptic and activation 

functions (see Table II). 

TABLE II 

SYNAPTIC AND ACTIVATION FUNCTIONS 

Layer Synaptic function Activation function 

Input Dot Product Identity, ( )f s s  

Hidden Dot Product Hyperbolic, ( )
s s

s s

e e
f x

e e









 

Output Dot Product Identity, ( )f s s  

 

The Dot Product synaptic function is used to compose a 

scalar value (s) from input information (x1, x2, ..., xn) and their 

synaptic weights (w1, w2, ..., wn) by multiplying them and 

summing the resulting values. This function is applied to all 

layers. 

An activation function is applied to the results of the Dot 

Product. Input and output layers do not have activation 

functions, i.e., they have a linear identity function subject to 

which an activation level is passed directly as an output. 

Hyperbolic activation function is applied to a hidden layer. 

The MLP is trained using a two-phase algorithm. During 

Phase I, a back-propagation algorithm is used. This is a simple 

algorithm with slow terminal convergence but good initial 

convergence. During Phase II, a conjugate gradient descent 

algorithm is used. This is an algorithm with fast convergence.  

At the beginning of training, the weights are initialised 

applying the method of random Gaussian, i.e., the weights are 

initialised to a normally distributed random value within a 

range whose mean is 0 and standard deviation is 1. During 

Phase I, weights are adjusted by a learning rate of 0.001, 

which is experimentally decided. Momentum of 0.3 is used to 

compensate slow convergence when weight adjustments are 

consistently in one direction. Momentum increases the speed 

of convergence of the back propagation. 

The number of epochs of training the network during each 

training phase is chosen to be 10.000. 

The optimal architecture of MLP is found sustaining the 

approach that initially a small MLP is constructed and later 

additional inputs and units of a hidden layer are added until an 

appropriate solution is found (Muller et al., 1995). The 

optimal architecture of MLP is selected based on the analysis 

of the following measures: 

 the selection subset performance is the highest; 

 the selection and test errors of the neural network are 

low and close together. This gives some confidence that 

they reflect the expected generalization performance; 

 the S. D. ratio is the ratio of the prediction error standard 

deviation to the original output data standard deviation. 

A lower S. D. ratio indicates a better prediction. 
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 the mean absolute percentage error (MAPEtest_subset) is an 

indicator of the MLP-based model accuracy. It is 

calculated by (7) and considering that N is the number of 

observations in a test subset. 

D.   Method of the Sensitivity Analysis 

Once the MLP-based model is constructed, the sensitivity 

analysis is performed. It is applied to identify and rate the key 

determinants of the electricity price expectations in the model. 

Two measures are considered: the ratio and the rank. The ratio 

is the basic measure. High ratio indicates an important input to 

the model. Based on the ratio, the rank is given. The rank 

indicates the ordering of the ratios. Rank 1 means that the 

input is the most relevant, rank 2 – the input is relevant, rank 

3 – the input is less relevant to the model, etc.  

E.  Method of the Forecast Accuracy Assessment 

The forecast accuracy of the MLP-based model is measured 

with data, which are not used in the subsets of training, 

selection and test of the model. This is a new subset consisting 

of 24 actual electricity prices, representing prices during a new 

day, which is not analysed during the process of model 

construction. The forecast accuracy is assessed by (7): 

 a, e, 

1

1
100%

N
i i

i

P P
MAPE

N P


   , (7) 

where MAPE is the mean absolute percentage error; N is the 

number of observations (N = 24); Pa,i is the actual electricity 

price during an hour i; Pe,i is the expected (forecasted) 

electricity price during an hour i; P is the average electricity 

price of 24 hours (N = 24). 

If MAPE is up to 10 %, then expectations (forecasts) are 

very accurate. Thus, the MLP-based model fits well in order to 

model the electricity price expectations. As MAPE increases, 

the accuracy of the MLP-based model reduces. 

F. Method for the Quantification of the Generator’s Profit 

Forecasted electricity prices are used to take the electricity 

production decision. When quantifying the impact of the 

electricity production decision on the generator’s profit during 

a new day (N = 24 hours), several questions are answered.  

Firstly, is the generator ready to produce electricity subject 

to the forecasted (expected) price? The generator will take a 

decision to produce electricity during the specific hour i if the 

marginal cost of electricity does not exceed the expected price 

of electricity, as it is represented by (8): 

 
e ( )D i 

e, 
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1,  ,

0,  ,

i

i
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P MC






 (8) 

where De(i) is the generator’s decision to produce (1) or not 

(0) electricity during the specific hour i, i = 1, 2, ..., 24; MC is 

the marginal cost of electricity; Pe, i is the expected electricity 

price during the hour i. 

Secondly, what is the accuracy of the generator’s decision 

in relation to electricity production? The accuracy of the 

generator’s decision is calculated by (9): 

 

24

(e/a), 

1 ,
24

i

i

M

A 
  (9) 

where M(e/a),i is the match of a decision to produce electricity 

based on the expected (Pe) and actual (Pa) electricity prices. 

The match of a decision to produce electricity based on Pe 

and Pa is quantified by (10): 

 (e/a ), iM  e a1,  ( ) ( ),

0,  other,

D i D i



 (10) 

where Da(i) is the decision of the generator to produce 

electricity during the specific hour based on the actual price 

(Pa) formed in the competitive electricity market. Da(i) is 

assessed by (8), but instead of the expected electricity price 

(Pe) the actual electricity price (Pa) is used. 

Thirdly, how much of electricity is generator going to 

produce during the specific hour? Technical parameters are 

important. However, for the simplicity reasons an assumption 

is taken that the generator is going to produce 1 MWh of 

electricity during all types of the day and natural seasons.  

Fourthly, what is the net impact of the production decision 

on the generator’s profit? The net impact of the production 

decision is calculated by (11): 

 
24 24

e, a , 

1 1

i i

i i 

      , (11) 

where Πe,i is the expected profit during the hour i; Πa,i is the 

actual profit during the hour i. 

If ∆Π = 0, then electricity price expectations are confirmed 

and the generator actually earned the profit as expected. 

However, if ∆Π < 0, then the generator actually earned more 

profit than it was expected. This means that the expected price 

of electricity was undervalued by the generator and electricity 

price expectations were pessimistic. When the generator had 

optimistic expectations regarding the price development in 

future, then ∆Π > 0. This means that the generator actually 

earned less profit than it was expected.  

The expected profit during the hour i depends on the 

generator’s decision De(i). If the generator takes a decision not 

to produce electricity, i.e., De(i) = 0, then the expected losses 

are limited to the fixed costs. However, if the generator 

decides to produce electricity, i.e., De(i) = 1, then the expected 

profit/loss is calculated by (12): 
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Fig. 2. Chart flow for calculation of the actual profit/loss, where TCa, i is the actual total costs of electricity production during the hour i; VCa, i is the actual 

variable costs during the hour i; TRa, i is the actual revenue during the hour i; Pa, i is the actual electricity price during the hour i; Πa, i is the actual profit/loss during 
the hour i. 

where TCe, i is the expected total costs of electricity production 

during the hour i; TRe, i is the expected revenue during the hour 

i; VCe, i. is the expected variable costs during the hour i; FCi is 

the fixed costs during the hour i; Pe, i is the expected price 

during the hour i; Q i is electricity production volume during 

the hour i. 

The actual profit during the hour i depends on the 

correctness of the production decision De(i). The chart flow 

for the calculation of actual profit / loss is presented in Fig. 2. 

TABLE III 

THE DETERMINANTS OF ELECTRICITY PRODUCTION COSTS AND THEIR 

VALUES (LITHUANIAN DISTRICT HEATING ASSOCIATION, 2013; 

KONSTANTINAVICIUTE & BOBINAITE, 2015; EEX, 2016) 

Determinant Units Value 

Natural gas consumption toe/MWh 0.1135 

Natural gas price EUR/toe 490.00 

Costs of natural gas consumption EUR/MWh 55.62 

Volume of CO2 emissions tCO2/MWh 0.26 

Price of CO2 emissions EUR/tCO2 7.50 

Costs of CO2 emissions EUR/MWh 1.95 

Variable cost EUR/MWh 57.57 

Fixed cost EUR/MW per hour 11.03 

 

The determinants of electricity production costs and their 

values are presented in Table III. 

IV. RESULTS  

A. Analysis of Electricity Price Development in Latvia 

The Latvian bidding area of the Scandinavian power 

exchange was launched on 3 June 2013. The establishment of 

a day-ahead market created a new background for electricity 

trading and transparent price setting. At present, electricity 

price in the Latvian day-ahead market is set on an hourly basis 

and is calculated based on the application of the social welfare 

criterion in combination with market rules (Nord Pool Spot, 

2016). The application of new principals for price setting 

influences the display of additional features of electricity 

prices. These features are worth understanding when 

modelling electricity price expectations. 

The Latvian electricity price profile shows a periodicity. 

These are seasonal, daily and hourly cycles (Figs. 3–4).  

 

Fig. 3. Seasonal electricity price profile (Nord Pool Spot, 2016). 

The seasonal electricity price profile (Fig. 3) demonstrates 

periodical electricity price development during the natural 

seasons. An average electricity price in summer and autumn is 

twice as high as in winter and spring. Mainly, this is related to 

the peculiarities of the operational regime of hydro and 

thermal power plants in the Baltic States, electricity 

consumption volumes and cross-border flows of electricity 

during the seasons. Climatic factors (temperature, wind and 

precipitations) also play an important role. Moreover, 

electricity prices in Latvia depend on the established situation 

in the Nordic Region and relations with other neighbouring 

countries. 
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Fig. 4. Average hourly electricity price profiles (Nord Pool Spot, 2016). 

The daily electricity price profile (Fig. 4), reflecting 

changes in the electricity market behaviour on working days, 

weekends and public holidays, shows that due to the living 

style of the Latvian society, the electricity price is 

considerably higher on Monday–Friday than on Saturday–

Sunday.  

The price profile on public holidays is slightly different 

from non-holidays (Fig. 4). Electricity price in the morning 

and day-time on public holidays is by one-third lower than on 

working days, but its periodicity is approximate to these days, 

i.e., with a growing electricity consumption volume, price 

increases during the morning hours (6–9 a.m.) and achieves 

peak of 46 EUR/MWh at 9 a.m.; then has a small reducing 

(0.9  % per hour) tendency during the daytime (10 a.m. to 

7 p.m.) and a deep reduction (9 % per hour) during the 

evening hours (8–11 p.m.); subject to low electricity 

consumption volumes, at night electricity price is the lowest 

within a day – 28 EUR/MWh. 

Figure 5 presents that electricity price is volatile in Latvia.  

 

Fig. 5. The daily velocity, which is based on the daily average price, 

(DVDAiP) (calculated by the authors). 

The development of the average DVDAiP indicator during 

the natural seasons and type of the day reveals that the average 

electricity price change has been about 8.9 % of the average 

daily price. Price volatility increases in summer and autumn, 

but reduces in winter and spring. The most volatile electricity 

prices are on working days, but price volatility decreases on 

weekends and public holidays. For example, the average value 

of DVDAiP indicator is 0.055 on weekends in winter, but 

0.103 – on working days in summer. This shows an average 

price change of 5.5 % and 10.3 % of the average daily price, 

respectively.  

Figure 6 presents information about electricity price spikes. 

 

Fig. 6. Electricity price spikes in the Latvian day-ahead market (calculated by 
the authors). 

Electricity price is spiking in Latvia. All prices that are 

below 6.26 EUR/MWh and higher than 89.33 EUR/MWh are 

considered to be price spikes. In Latvia, price spikes mean 

very high prices. They were present for 2.92 % of the time 

span under consideration. Very low prices were absent in 

Latvia. Price spikes usually form in summer and autumn, 

encompassing 1.23 % and 1.32 % of time, respectively. 

Usually they are on working days, most likely as a result of 

increased demand of electricity. In winter and spring price 

spikes form less frequently.  

Due to differences in the features of electricity prices during 

the natural seasons and the types of the day, it is decided to 

prepare separate models of electricity price expectations for 

different natural seasons and types of the day. Clustering the 

days to the groups is important since this improves the 

accuracy of the models of price expectations, as it was 

observed by V. Vahidinasab et al. (2008). 

B. Models of the Electricity Price Expectations  

80 models for each natural season (40 – for working days 

and 40 – for weekends) and 40 models for public holidays are 

constructed. In total, 400 models are prepared. They differ in a 

number of inputs and units of a hidden layer. The initial 

analysis of the models shows that they do not differ 

significantly in a selection subset performance, selection and 

test errors, S. D. ratios and the coefficients of determination; 

therefore, one model for each natural season and type of the 

day is selected. The characteristic of the model is its compact 

and as simple as possible MLP architecture. The summary of 

the selected models is presented in Table IV.  
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TABLE IV 

PARAMETERS OF THE MODELS OF ELECTRICITY PRICE EXPECTATIONS (CALCULATIONS MADE BY THE AUTHORS) 

No. of 

the 

model 

Natural 

season 
Type of day Model description* 

Selection 

subset 

performance 

S.D. 

ratio 

Coefficient of 

determination 

Selection 

error 

Test 

error 
MAPEtest subset 

1 Autumn Working days MLP 8 : 5 : 1 (autumn) 0.63 0.61 0.63 0.08 0.08 14.93 

2 Autumn Weekends MLP 6 : 4 : 1 0.71 0.72 0.48 0.06 0.05 16.38 

3 Winter Working days MLP 4 : 6 : 1 0.69 0.66 0.57 0.07 0.07 13.84 

4 Winter Weekends MLP 7 : 4 : 1 0.82 0.81 0.35 0.06 0.06 16.83 

5 Spring Working days MLP 6 : 5 : 1 0.65 0.65 0.58 0.04 0.04 14.63 

6 Spring Weekends MLP 6 : 6 : 1 0.69 0.69 0.53 0.15 0.14 16.12 

7 Summer Working days 
MLP 8 : 5 : 1 

(summer) 
0.53 0.55 0.69 0.05 0.06 14.13 

8 Summer Weekends MLP 4 : 7 : 1 0.68 0.73 0.47 0.07 0.08 20.85 

9 All seasons Public holidays MLP 4 : 5 : 1 0.68 0.58 0.67 0.15 0.14 19.15 

* <Network type> <Number of inputs> : <Units in the hidden layer> : <Number of outputs> 

 

Results presented in Table IV demonstrate that electricity 

price expectations could be measured using the multifactor 

MLP-based models, which assess 4–8 determinants. The 

determinants explain up to 70 % of the variance of electricity 

prices, as the coefficients of determination show.  

The models for working days and public holidays are of 

better quality compared to those for weekends, when the 

coefficient of determination is considered. The selected 

determinants explain only 35 % to 53 % of the variance of 

electricity prices on weekends, while 57 % to 69 % – on 

working days and 67 % – on public holidays. Thus, the power 

of other determinants explaining the price development 

remains significant, especially on weekends. 

The accuracy of the models is good, since MAPEstest subset do 

not exceed 20 %, except in the case of the MLP 4:7:1 model, 

which analyses prices on weekends in summer. Its accuracy is 

moderate, since MAPEtest subset is 20.85 %. As MAPEstest subset 

do not exceed 50 % (Bartosevičienė, 2001), the models are 

sufficient to be used to model electricity price expectations.  

The MLP-based models capture volatility of prices and 

price spikes, as Fig. 7 shows. Low volatile and slightly spiking 

electricity prices in winter and spring are related to good 

accuracy of the models, i.e., MAPEtest subset of MLP 4 : 6 : 1, 

MLP 7 : 4 : 1, MLP 6 : 5 : 1 and MLP 6 : 6 : 1 vary in the 

range of 13.84 % to 16.83 %. Although volatility increases 

and prices start spiking in summer and autumn, the models 

capture the features and the accuracy of models (MLP 8 : 5 : 1 

(summer), MLP 8 : 5 : 1 (autumn) and MLP 6 : 4 : 1) is kept at 

a good rate (MAPEtest subset = 14.13 % to 16.38 %). Only in 

case of the model MLP 4 : 7 : 1, an increased volatility and 

spiking prices are captured at a moderate rate of accuracy 

(MAPEtest subset = 20.85 %).  

The MLP 4 : 7 : 1, MLP 6 : 4 : 1, MLP 7 : 4 : 1, 

MLP 6 : 6 : 1 models consider prices on weekends and 

MLP 4 : 5 : 1 – on public holidays. The accuracy of these 

models is slightly lower compared to models for working 

days. The history of prices on weekends and public holidays is 

shorter; therefore, this is likely a reason for the selected 

functions to approximate the price features at a lower rate of 

accuracy. Considering the results of models for working days, 

it is expected that with an increased amount of historical data, 

the models for weekends and public holidays will achieve a 

higher level of approximation. 

 

The size of the burble shows MAPEtest_subset; the larger the bubble, the higher 

MAPEtest_subset. 

Fig. 7. The relationship between volatility, price spikes and accuracy of the 
models (made by the authors). 

Thus, the theory of adaptive price expectations and the 

neural network approach could be applied to model electricity 

price expectations. The accuracy of models is found to be 

good in almost all cases, but it is slightly reduced in models, 

which analyse prices on weekends. Thus, it is necessary to 

continue searching for ways how to improve the latter models, 

including the study of additional determinants of price 

expectations, testing the theory of rational expectations and 

applying the advanced input selection algorithms. However, at 

this stage, the authors assess how valuable the theory of 

adaptive expectations is when modelling price expectations. 
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TABLE V 

RESULTS OF RANKING THE DETERMINANTS OF THE ADAPTIVE ELECTRICITY PRICE EXPECTATIONS (CALCULATIONS MADE BY THE AUTHORS) 

No of the 

model 
Model description Pt−24 Pt−48 Pt−72 Pt−96 Pt−120 Pt−240 Pt−360 Pt−480 

1 MLP 8 : 5 : 1 (autumn) 1 2 4 7 8 3 5 6 

2 MLP 6 : 4 : 1 1 2 6 5 3 4 – – 

3 MLP 4 : 6 : 1 1 4 2 3 – – – – 

4 MLP 7 : 4 : 1 1 3 4 2 – 6 5 7 

5 MLP 6 : 5 : 1 1 5 6 4 2 3 – – 

6 MLP 6 : 6 : 1 4 6 3 5 2 1 – – 

7 MLP 8 : 5 : 1 (summer) 1 2 3 4 7 8 6 5 

8 MLP 4 : 7 : 1 1 2 – – – 4 – 3 

9 MLP 4 : 5 : 1 4 3 1 2 – – – – 

 

C. Results of the Sensitivity Analysis 

Table V presents the key determinants of the adaptive 

electricity price expectations. 

As it is shown in Table V, the electricity price expectations 

depend on the history of the electricity prices, which seeks 480 

hours backwards.  

The long history of the electricity prices (up to 480 hours 

backwards) is used to model price expectations during volatile 

and spiking periods, i.e., on the working days in autumn and 

both on working days and weekends in summer.  

As the price volatility and the amount of price spikes 

reduce, the relevance of the past prices in the particular model 

also reduces. The medium-term (up to 240 hours backwards) 

electricity price information is used on weekends in autumn 

and both on weekends and working days in spring.  

The electricity price expectations on public holidays and 

working days in winter are modelled based on the short-term 

(up to 96 hours backwards) price data.  

Notwithstanding the type of the day and natural season, the 

electricity price expectations depend mostly on the electricity 

price a day before (Pt–24). The importance of price information 

reduces as time looking to the past lengthens, as the models 

MLP 8 : 5 : 1 (autumn), MLP 7 : 4 : 1 and MLP 8 : 5 : 1 

(summer) show. 

Thus, the results of sensitivity analysis are important for the 

electricity generator in a sense they provide information about 

the past prices that have to be considered when modelling 

electricity price expectations during the natural seasons and 

type of the day. 

D. Electricity Price Expectations and Their Accuracy 

The electricity price expectations are modelled by using 

additional 24 prices in the constructed models. The features of 

prices and their comparison are presented in Table VI. 

As it is shown in Table VI, prices, which are included in the 

datasets used to forecast prices, are not spiking. This is an 

extenuating condition of modelling electricity price 

expectations. 

 

TABLE VI 

THE FEATURES OF ELECTRICITY PRICES IN DIFFERENT DATASETS 

(CALCULATIONS MADE BY AUTHORS) 

No. of 

the 

model 

Model 

description 

Price volatility Price spikes, % 

Dataset 

used to 

construct 

the model 

Dataset 

used to 

forecast 

prices 

Dataset 

used to 

construct 

the 

model 

Dataset 

used to 

forecast 

prices 

1 
MLP 8 : 5 : 1 
(autumn) 

0.0961 0.0703 1.27 0.00 

2 MLP 6 : 4 : 1 0.0868 0.1025 0.05 0.00 

3 MLP 4 : 6 : 1 0.0762 0.1104 0.11 0.00 

4 MLP 7 : 4 : 1 0.0547 0.1035 0.04 0.00 

5 MLP 6 : 5 : 1 0.0958 0.0871 0.17 0.00 

6 MLP 6 : 6 : 1 0.0732 0.1524 0.00 0.00 

7 
MLP 8 : 5 : 1 

(summer) 
0.1029 0.0646 0.89 0.00 

8 MLP 4 : 7 : 1 0.0895 0.0587 0.35 0.00 

9 MLP 4 : 5 : 1 0.0894 0.0870 0.04 0.00 

 

Besides, prices in a dataset used to forecast prices are less 

volatile when a working day of a particular season is 

considered. Thus, it is expected that the accuracy of price 

expectations on working days will be very high (MAPE is less 

than 10 %) or good (MAPE is 10 % to 20 %). 

However, price volatility significantly increases on 

weekends. For example, prices in the datasets used to forecast 

prices on weekend in spring and winter are twice volatile as 

they are in the datasets used to construct the MLP 6 : 6 : 1 and 

MLP 7 : 4 : 1 models. Therefore, it is expected that due to 

significantly increased volatility, the accuracy of price 

expectations will reduce on weekends. 

The accuracy of electricity price expectations is presented 

in Fig. 8. 
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a) MLP 8 : 5 : 1 (autumn) 

 

b) MLP 6 : 4 : 1 

 

c) MLP 4 : 6 : 1 

 

d) MLP 7 : 4 : 1 

 

e) MLP 6 : 5 : 1 

 

f) MLP 6 : 6 : 1 

 

g) MLP 8 : 5 : 1 (summer) 

 

h) MLP 4 : 7 : 1 

 

i) MLP 4 : 5 : 1 
Fig. 8. Actual and forecasted (expected) electricity prices and the accuracy of the predictions subject to different models (calculations made by the authors). 

 

As it is shown in Fig. 8, the accuracy of price expectations 

differs. The electricity price expectations are found to be the 

most accurate on working days (MLP 8 : 5 : 1 (autumn), MLP 

6 : 5 : 1, MLP 8 : 5 : 1 (summer) and MLP 4 : 6 : 1). MAPEs 

vary in the range of 7.02 % to 10.48 %. The accuracy of price 

expectations on weekends and public holidays are worse and 

MAPEs vary in the range of 13.82 % to 59.23 %. In addition to 

what has been said in the Section above, it could be added that 

the accuracy reduces due to the profile of 24 actual electricity 

prices, i.e., it relevantly differs from the average profile (Fig. 

4), which is considered to construct the model. Thus, this 

shows that the power of the models to measure the adaptive 

price expectations on weekends accurately should be 

improved by including additional determinants of price 

expectations into the models. 

The comparison of the accuracy of electricity price 

expectations found in the scientific literature with our own 

results is given in Table VII. 

The research results presented in the paper and Table VII 

are similar to findings of A. J. Conejo et al. (2005) and P. Dev 

& M. A. Martin (2014) who found that in time of volatile 

prices, when the price profile changes, the MAPEs could 

increase up to 30 %, and up to 130 %, when prices start 

spiking. More precisely, P. Dev & M. A. Martin (2014) state 

that the neural network-based models are acceptable for 

capturing the general features of prices, except for inability to 

capture price spikes adequately, i.e., they can capture the time 

of price spike but not the size of a spike. Besides, they found 

that much of volatility in prices cannot be adequately 

explained by historical prices.  
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TABLE VII 

COMPARISON OF MAPES OF OUR OWN AND OTHER SCIENTISTS’ COMPUTATIONS 

Natural 

season 
Type of day 

Our own 

work 

A. J. Conejo 

et al. (2005) 

J. P. S. 

Catalão 

et al. 

(2007) 

N. Amjady & 

F. Keynia 

(2009) 

W.-M. 

Lin et al. 

(2010) 

S. Anbazhagan & 

N. Kumarappan 

(2014) 

P. Dev & M. 

A. Martin 

(2014) 

M. Al-

Shakhs & 

M. El-

Hawary 

(2015) 

Autumn 
Working 
days 

8.11 6.45–16.81 
13.65 6.20–10.65 

– 
8.65 

24.4–132.5 

(working days) 

22.7–55.1 

(weekends) 

Victorian 

region, 

Australia 

– 

Autumn Weekends 20.82 9.06–17.70 8.2–48.9 – 

Winter 
Working 
days 

10.48 6.08–14.07 
5.23 4.32–7.11 

– 
4.03 

– 

Winter Weekends 26.79 6.10–6.82 – – 

Spring 
Working 
days 

7.98 6.42–15.38 
5.36 4.31–6.98 

7.6–23.8 
4.29 6.45–8.77 

Spring Weekends 59.23 20.39–29.14 – 

Summer 
Working 
days 

7.02 7.99–28.38 
11.40 6.37–11.23 

– 
8.29 6.12–9.14 

Summer Weekends 13.82 13.30–15.52 5.4–34.1 

All 
seasons 

Public 
holidays 

24.42 – – – – – – 

 

This is the issue the authors of this paper met in their 

research, too. Thus, it is necessary to find out the explanatory 

power of other determinants of price expectations. However, it 

is worth noting that an inclusion of additional determinants, 

such as demand of electricity, does not necessarily improve 

the accuracy significantly (P. Dev & M. A. Martin, 2014). 

Similar results were achieved by W.-M. Lin et al. (2010), who 

forecasted electricity prices by including loads, transfer flows 

and temperature. They found that very high MAPEs can be 

received when including other determinants than prices. 

Seeking to increase the forecast accuracy, W.-M. Lin et al. 

(2010) offered an enhanced probability neural network 

(EPNN), which integrates probability neural network (PNN) 

and orthogonal experimental design (OED). The latter helps 

improve the forecasts by the appropriate regulation of 

smoothing parameters. EPNN captures spikes accurately and 

has a capability to produce good results in case of volatile 

prices. The forecast accuracy of EPNN models is very high 

(MAPEs are 5.4 % to 8.2 %), but it is satisfactory of PNN 

models (MAPEs are 23.8 % to 48.9 %). 

M. Al-Shakhs & M. El-Hawary (2015) found that although 

the issue of modelling the price volatility cannot be solved 

entirely, various “innovations” applied in neural networks 

could contribute to the significantly improved accuracy of the 

forecasts. It was measured that, in a case an “exact innovation” 

to neural network is applied, 33.05 % improvement in forecast 

accuracy is achieved in summer and 26.41 % – in spring.  

N. Amjady & F. Keynia (2009) disclosed the relevance of 

input selection techniques to the forecast accuracy. The 

scientists found that a two-stage feature selection technique, 

consisting of the modified Relief score algorithm and the 

cross-correlation analysis, is superior to one- and  

 

 

two-dimensional correlation analysis because it ensures 

lower MAPEs (4.31 % to 6.37 %). The MAPEs of correlation 

analysis is 5.76 % to 11.23 %. Thus, the advantage of a two-

stage feature selection algorithm could be exploited in future 

research seeking to increase the forecast accuracy, especially 

on weekends. 

Furthermore, P. Dev & M. A. Martin (2014) found that 

training the neural network with a larger dataset does not 

guarantee better accuracy. 

When modelling price expectations with neural networks, 

issues arise; however, the approach remains a powerful tool to 

model electricity price developments. The results received by 

J. P. S Catalão et al. (2007) confirmed a considerable value of 

a neural network approach when forecasting electricity prices. 

Scientists observed that the neural networks outperform the 

time series methods, such as ARIMA. In case a neural network 

approach is applied, the forecast accuracy improves up to two 

times.  

Thus, the research results presented in this paper can be 

inserted into the list of scientific papers dealing with the issue 

of modelling short-term electricity price expectations. It can 

be observed that the forecast accuracies obtained by the 

authors of this paper in many cases fall into the ranges of 

results presented by other scientists. However, there is a need 

to improve forecast accuracy of models for weekends by 

applying the methodological advantages of other studies. 

E. Microeconomic Implications 

If price expectations are formed considering the forecasted 

prices and the production decisions for the following 24 hours 

are taken based on the expected prices, then the accuracy of the 

production decision is the same as it is presented in Table VIII. 
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TABLE VIII 

ASSESSMENT OF THE ACCURACY OF THE PRODUCTION DECISION 

(CALCULATIONS MADE BY THE AUTHORS) 

No. of the 

model 
Model description 

The accuracy of the 

production decision (A) 

1 MLP 8 : 5 : 1 (autumn) 0.83 

2 MLP 6 : 4 : 1 1.00 

3 MLP 4 : 6 : 1 1.00 

4 MLP 7 : 4 : 1 1.00 

5 MLP 6 : 5 : 1 0.58 

6 MLP 6 : 6 : 1 1.00 

7 
MLP 8 : 5 : 1 

(summer) 1.00 

8 MLP 4 : 7 : 1 1.00 

9 MLP 4 : 5 : 1 1.00 

 

Table VIII shows that the electricity generator’s decisions 

in relation to the production schedule during the following 24 

hours were correct on weekends and working days in winter 

(MLP 4 : 6 : 1 and MLP 7 : 4 : 1) and summer (MLP 8 : 5 : 1 

(summer) and MLP 4 : 7 : 1) as well on weekends in autumn 

(MLP 6 : 4 : 1) and spring (MLP 6 : 6 : 1). The accuracy of the 

production decision is quantified as 1.00. Actually, these are 

decisions “do not produce electricity”, because of low 

expected electricity prices, which do not cover variable cost. 

However, during some hours on a working day in spring 

(MLP 6 : 5 : 1) and autumn (MLP 8 : 5 : 1 (autumn)) the 

electricity price expectations were not confirmed and the 

production decisions were also wrong. The inaccuracies of the 

decisions are quantified as 0.42 (1.00 – 0.58) and 0.17 (1.00 –

 0.83), respectively. This means 42 % and 17 % of hours on a 

working day in spring and autumn the generator’s production 

decisions were incorrect. Actually, the generator’s price 

expectations were optimistic on a working day in autumn, but 

pessimistic on a working day in spring.  

The impact of price expectations on the profit / loss is 

presented in Fig. 9. 

 

Fig. 9. The impact of electricity price expectations on the profit/loss of the 
electricity production during 24 hours (calculations made by the authors). 

The results of the models MLP 6 : 4 : 1, MLP 4 : 6 : 1, MLP 

7 : 4 : 1, MLP 6 : 6 : 1, MLP 8 : 5 : 1 (summer), MLP 4 : 7 : 1, 

MLP 4 : 5 : 1 present the case, when the generator took the 

decisions “do not produce electricity” and the decisions were 

correct for all 24 hours. Thus, only the fixed costs were 

suffered –264.72 EUR – and both the actual and expected 

losses were limited to the fixed costs.  

The results of the model MLP 8 : 5 : 1 (autumn) show the 

impact of the optimistic price expectations on the losses. The 

generator expected to suffer losses of 258.32 EUR, but 

actually the incurred losses were 264.72 EUR. The difference 

between the actual and expected losses appeared because of 

the decisions “to produce and bid electricity” during some 

hours of the day, when the decisions were not accepted by the 

market and the generator could not sell electricity. 

The results of the model MLP 6 : 5 : 1 show that the 

generator expected to suffer losses of 255.44 EUR. However, 

the electricity price expectations were pessimistic and, as a 

result, the actual losses were by 20.44 EUR lower. During 7 to 

11, 16, 18 to 21 hours the generator could sell electricity on 

the market; however, he took the decisions “do not produce”. 

The production decisions were wrong and he lost 34.71 EUR. 

V.  CONCLUSION  

The research investigated the scientific issue of price 

expectations in the day-ahead electricity market in Latvia 

during 3 June 2013 to 9 February 2016. An integrated 

approach, which combines the fundamentals of the electricity 

prices, the electricity price forecasting method, the decision 

making and the results of the performance, to the electricity 

price expectations in a short-term has been developed.  

The research results substantiate the significance of the 

adaptive expectations to analyse the formation of price 

expectations in the electricity market and demonstrate that 

electricity price expectations depend on the historical 

electricity prices. Namely, the generator forms price 

expectations considering to electricity prices up to 480 hours 

backwards.  

The results of sensitivity analysis show that the electricity 

price a day ago is the most important determinant of the 

electricity price expectations and the relevance of prices 

behind to the past reduces. 

The modelling results confirm the importance of the method 

of the neural network to model electricity price expectations in 

the short term. Nine MLP-based models of electricity price 

expectations have been developed. Their forecast accuracy 

differs from high to low depending on the natural season and 

type of the day. Errors of the forecasts vary in the range of 

7.02 % to 59.23 % and leave a room for further research 

searching additional methodological solutions to improve the 

forecast accuracy, especially on weekends.  

The comparison of research results with the results of other 

scientists shows that the forecast accuracies obtained by the 

authors of this paper in many cases fall into the ranges of 

results presented by other scientists. However, there is a need 

to improve forecast accuracy of models for weekends by 

applying the methodological advantages of other studies. 
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Namely, it is essential to study additional determinants of 

price expectations, test the theory of rational expectations and 

apply the advanced input selection algorithms in future 

research. 

The research results show that electricity price expectations 

affect the electricity production schedule, i.e., the generator’s 

decision to produce electricity during certain hours of the day. 

The accuracy of production decision is found to be high on 

weekends and public holidays during all natural seasons; as 

well on working days in winter and summer. The accuracy of 

the production decisions is quantified as 1.00. The generator’s 

production decisions are incorrect 42 % and 17 % of hours on 

working days in spring and autumn, respectively. 

The results of profit/loss computation show that price 

expectations and followed production decisions for the next 24 

hours affect the profit/loss of the generator. In case the 

accuracy of the production decisions is 1.00, the electricity 

price expectations are confirmed and the actual and expected 

losses of the electricity generator are limited to the fixed 

costs – 264.72 EUR. Due to the optimistic electricity price 

expectations on working days in autumn, the actual costs are 

by 6.4 EUR higher than it is expected. The pessimistic 

electricity price expectations on working days in spring affect 

actual costs decreasing them by 20.44 EUR; however, during 

some hours of the day the generator loss is 34.71 EUR. This is 

due to the production decisions “do not produce electricity”, 

when there is a possibility to sell electricity in the market.  
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