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Keywords – Analytics platforms, business analytics, business 
intelligence, data mining, online analytical processing, predictive 
modelling.

I.Introduction

The accumulated data volume is steadily growing in enter-
prises and organisations, and the amount of data increases ex-
ponentially. In 2015, the researchers of Unisphere Research em-
phasised that 90 % of all data in the world was created in the 
last two years and this process was strongly influenced by the 
Internet. Enormous amounts of different data have been created. 
The data is stored in different data sources (relational databas-
es, non-relational databases – NoSQL databases, spreadsheets, 
text documents etc.). Some data, such as journals, history lists, 
videos, text documents, is stored in a poorly structured format 
that does not meet traditional database relational models. IBM 
emphasises that 80 % of information created and used by the en-
terprise is the unstructured data (IBM, 2015). The goal of this 
paper is to consider the usage and tendencies of the business 
data analytics technology, terminology and the proposed busi-
ness data analysis tools.

The business data analysis technologies have been developed 
for the accumulated data analysis, which is rapidly developing. 
Only a short time ago, in the business analysis the structured 
data was used, and the task of an analyst (or a business user) was 
to get the answers to pre-formulated questions and later make 
the corresponding report. Nowadays, the job of an analyst or a 
business user is an interactive process, involving the search for 
hidden relationships and patterns in the data. It is a process where 
the raw data are transformed into useful information. To enable 
business data users to access their large volumes of data, there 
is a need for special software packages or applications, which 
search for the relationships between the data, and this ensures 
more well-grounded decision-making. 

The range of business data analysis tools is very wide, and 
recently the Business Intelligence (BI) and Analytics Platforms 
(AP) market is experiencing significant changes. The require-
ments for the BI tools are being changed. Business users are 
increasingly demanding tools with an interactive user interface, 
which provides data analysis without any special knowledge of 
information technology requirements (Sallam et al., 2015). 

In both the recent scientific literature and web publications re-
lated to business data analysis technology, different terms are used: 
Business Intelligence, Business Analytics (BA), Analytics Plat-
forms, Online Analytical Processing (OLAP), Data Mining (DM), 
Advanced Analytics, Visual Data Discovery and Big Data (BD). 

II. Business Intelligence

Business intelligence is a very broad term. Gartner provides 
the following definition: “Business intelligence (BI) is an um-
brella term that includes the applications, infrastructure and 
tools, and best practices that enable access to and analysis of in-
formation to improve and optimize decisions and performance” 
(Gartner Group, 2015).

The first generation of BI applications ensured the selection of 
data from relational databases to online transaction processing 
systems (OLTP) as well as the data transformation, thus creat-
ing the multidimensional databases – the data warehouses. Data 
warehouses store aggregated data from transactional databases. 
Gartner defines a data warehouse as “a storage architecture de-
signed to hold data extracted from transaction systems, opera-
tional data stores and external sources” (Gartner Group, 2015). 

Data for analysis is often stored in different data sources: in 
different transaction systems. The OLTP systems provide simul-
taneous execution of a large number of short transactions by mul-
tiple users, data collections and editing. The speed and reliability 
of performance for the transaction update is important for the 
OLTP systems. But the OLTP systems are not focused on ana-
lytical data processing. Data is distributed across multiple tables 
and their aggregation is the performance of complex operations. 

Storage and processing of the data are only some of the tasks 
as the data must also be converted into the structure suitable 
for analysis and giving useful information. The founder of the 
relational model, Codd pointed out the shortcomings of the rela-
tional model. Codd (1979) proposed to transform the data from 
the relational model to the multidimensional structure in order 
to facilitate data analysis. 

There are different multidimensional database structures, such 
as OLAP cubes and databases with associative architecture.

III. OLAP and Associative Architecture

Online analytical processing systems have been developed 
specifically for the data analysis. By Microsoft experts, the term 

“OLAP” is associated with the specialised tools and the tech-
nology providing a multidimensional model of data storage in 
the form of multidimensional cubes. OLAP cubes use a special 
multidimensional data model, which allows more efficient use 
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of the data collected from the operational systems and the data 
warehouses (Microsoft, 2011). 

IBM experts define OLAP cube as “the multidimensional da-
tabase that is optimized for OLAP applications” (IBM Corpo-
ration, 2013). There are three main components of OLAP cube: 
dimension (the attributes of the object which being analysed), 
member (a specific value of an attribute) and measure – fact (ag-
gregated data, parameter to analyse) (IBM Corporation, 2013).

The multidimensional structure of the data with the possibility 
of applying different levels to the data detail is a natural way of 
the data analysis for companies and organisations (Oracle, 2014).

OLAP functionality has been implemented in various ways, 
starting with the simplest office applications and ending with the 
distributed analytical systems based on server products.

The data source for the OLAP cubes is usually a relational 
database. Analytical services do not include tools to replenish 
relational data warehouse from the operational database. Such 
tools contain many modern server databases. Microsoft offers 
Microsoft SQL Server Integration Services (SSIS). This is a 
server tool to ensure migration of the data from one relational 
database management system (RDBMS) to another with the 
possibility of transformation, which can also be used to replen-
ish data warehouse. Integration services can be used not only 
with Microsoft SQL Server, but also with any other data sourc-
es available through a universal mechanism to access the OLE 
database data (Microsoft, 2015).

Thus, OLAP supports a flexible view of the information, ar-
bitrary slices of the data, different levels of detail, data consoli-
dation, rotation, comparison according to the dates, time series 
analysis.

OLAP systems are not equipped with the supported opportu-
nity of forecasting the data. Inductive inference is a character-
istic of data mining (Oracle, 2014). OLAP is more suitable for 
understanding the historical data, while the data mining uses 
historical data to answer questions about the future.

An alternative approach to the storage and processing of infor-
mation is implemented in systems with associative architecture. 
In such systems, handling and storage of all the information are 
implemented in the memory (in-memory). The memory stores 
the individual data tables and associative links between them. 
Each value of each field is associated with all the other values in 
the entire database. Such systems use an associative data mod-
el. The associative model is automatically generated during the 
process of loading data by linking the key fields of tables and 
simultaneously creating relations between the table fields with 
the same names. For the first time, this architecture has been 
implemented in QlikView (Qlik, 2014).

IV. Data Mining

Oracle defines data mining as “the practice of automatically 
searching large stores of data to discover patterns and trends that 
go beyond simple analysis” (Taylor, 2014). Data mining uses a 
model for data analyses. The model is based on the data stored in 
relational databases and data warehouses, and it can be applied 
both to new data and the data where it is built. Traditional statis-
tical methods of data analysis or the usage of OLAP technology 

are mainly focused on pre-test formulated hypotheses. One of 
the main tasks of data mining is the search for non-obvious pat-
terns. Data mining tools can find these patterns and their own 
hypotheses regarding the relationships. 

The process of building the data mining model includes sev-
eral stages. Oracle experts have defined seven stages of business 
data analysis process:

1.	 definition of requirements: the understanding of busi-
ness process objectives and requirements, the definition 
of analysis target; 

2.	 data acquirement: data collection and preparation for fur-
ther analysis; 

3.	 data understanding; 
4.	 manipulation of data: the data filtering, elimination, as 

well as removing of incorrect data;
5.	 data publishing; 
6.	 data analyses: model corresponding to business process 

and given data, model estimation and learning;
7.	 decision making and taking action: model evaluation, 

testing, comparison, and application of the model (Or-
acle, 2014).

The stages of model building and evaluation process are shown 
in Fig. 1. 

Fig. 1. Model building and evaluation (Kathy L. Taylor, 2014).

Oracle experts (2014) have stressed that for a large volume of 
data, the data preparation, cleaning and creating multidimen-
sional database structures can take 80 % to 90 % from the anal-
ysis itself. The data preparation is very important for the data 
analysis, because multidimensional database can be deemed use-
ful if it contains correct and sufficient data for solving specific 
tasks. The data analysis results depend on the quality of the data.

The data mining algorithms are sensitive to outliers. The un-
derstanding of the analysed data is crucial for the usage of data 
mining algorithms. At first, it is necessary to select factors (or 
predictors), after that the model has to be trained based on their 
usefulness for analysis. Therefore, the understanding of the data 
is a necessary condition for the correct interpretation of the anal-
ysis results. Overloading the model with predictors not related to 
the task can lead to deterioration of the detection of ability model. 
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At the stage of model building, BI software products support 
methods how to evaluate each factor’s influence on the dependent 
variable. For example, predictor evaluation can be performed 
automatically by using Microsoft Analysis Services, where the 
importance scores of each predictor are calculated (see Fig. 2). 

Fig. 2. Score calculation results of influence of different factors using Micro-
soft Analysis Services.

The model evaluation process involves the checking of model 
accuracy. The classification matrix is one of the tools for eval-
uation of model accuracy. Data are separated into training and 
testing sets. Samples of various sizes can be used for testing, and 
the accuracy of the model increases along with an increase in 
the size of the data set. The model adequacy is checked by the 
analyses of specific properties of the model that are significant 
in terms of the ongoing investigation. Assessment of the results 
obtained from the models requires an analyst’s knowledge in 
the subject area in order to correctly analyse and interpret the 
identified influence and patterns.

Big data stimulates the usage of more extensive data mining 
techniques. This is due to the fact that an enormous volume of 
the information varies in nature and content (Brown, 2012).

Data mining allows for two types of business process mod-
elling: analysis and forecasting. Descriptive modelling makes 
it possible to analyse the data sets that will not be complement-
ed, and offers the opportunity to create the process model that 
is based on the given set of data. Predictive modelling makes 
it possible to estimate a model that works with the new data. 
Predictive modelling is based on the usage of the estimated de-
scriptive model.

The data mining technology uses statistical and cybernetic 
methods of the data analysis, such as classification, modelling 
and forecasting, as well as statistical methods such as descrip-
tive analysis, correlation and regression analysis, factor analysis, 
variance analysis, component analysis, discriminant analysis, 

time series analysis etc. Data mining technology combines for-
mal methods that are based on quantitative data analysis with 
informal methods based on qualitative analysis of data. Although 
the data mining uses statistical methods, there are differences 
between the data analysis methods in data mining and tradition-
al statistical methods. The usage of statistical methods and the 
building of statistical models are generally based on the assump-
tion concerning the data distribution. If these assumptions do not 
perform, the analysis cannot be not used. The data mining tech-
nology uses statistical methods, but does not require assumptions 
on the nature of the data (data distribution), and, therefore, the 
model is not built on such assumptions. For example, machine 
learning methods make weak assumptions about the nature of 
the original data. The knowledge gained through the data min-
ing methods is usually presented in the form of models; in addi-
tion, models provide visual representation of the results, which 
makes them accessible for use even without having the special 
mathematical background (Taylor, 2014).

The data mining technology supports a wide range of methods 
and algorithms. In general, modelling methods are divided into 
the following categories:

The association algorithm is applied to identify the pat-
terns between the related events, objects and their attributes. 
The method is based on finding the correlation between the dif-
ferent attributes of the object.

The classification algorithm is a method of the data mining, 
which defines the category or class for a specific object instance. 
The classification problem is a discrete task. 

The anomaly detection algorithm is one of the segmentation 
methods. The method allows for detection of abnormal data in 
homogeneous data. The method is used for detecting the fraud 
(Taylor, 2014).

The clustering (segmentation) algorithm provides the de-
tection of independent object segments (clusters) and object 
pooling into clusters based on object-specific attributes called 
factors. The clustering algorithm groups together the objects 
having many similar attributes. The objects attached to a specif-
ic segment are similar to attribute values. In the model learning 
process, there is not some particular single attribute used, but 
all presented object attributes are used to an equal extent. The 
clustering algorithm calculates the model through successive 
iterations, and the gradual approximation ended when the seg-
ment (cluster) border came closer to the final result.

The regression algorithm performs variable value estima-
tion using distinctive attributes (dependent factors). Regression 
models can be estimated using not only quantitative attributes, 
but also qualitative ones. The most popular ones are linear re-
gression and logistic regression models.

The sequential pattern method is used to calculate a model 
that helps analyse and predict sequence of events in time. 

The choice of algorithm depends on the aim of a business task. 
Different software providers offer different data mining algo-

rithms. For example, algorithms provided by Microsoft Analysis 
Server and IBM SPSS Modeler are shown in Fig. 3 and Fig. 4, 
respectively.
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Fig. 3. Analysis Server data mining algorithms (Microsoft, 2015b).

Fig. 4. IBM SPSS Modeler data mining algorithms (IBM Corporation, 2011).

Data mining technology involves the comparison of different 
models. BI software supports several methods for the selection 
of the best model. Many of them are based on a comparative 
evaluation of the models. The process consists in applying dif-
ferent models to the same sample of data and then comparing 
characteristics of models. The comparative evaluation of data 
mining models can be performed by means of evaluation charts, 
such as Profit Chart, Gains Chart and Lift Charts (see Fig. 5). 

The process of the development of model is not fully com-
pleted after the finding of the best model. Periodically, it is nec-
essary to evaluate the adequacy of the model to a new data set. 
New data and new models can cause additional questions and 
the need of improvement.

V. BI and Advanced Analytics Platforms 

Development of an analytical platform was due to the need to 
facilitate the process of data analysis. The analytical platform 
includes all the tools for each phase of the process of search and 
retrieval of patterns of “raw” data. Data analysis platform com-
prises tools for data extraction and transformation, tools for data 
consolidation to the data warehouse. It contains tools to support 
and use data mining algorithms, as well as the visualisation and 
dissemination of results. 

Fig. 5. Evaluation of model characteristics by Gains Chart using IBM SPSS 
Modeler. 

Further spread of BI technologies and increased demand for 
business data analysis led to the creation and development of an 
advanced analytics platform.

An advanced analytics platform is software that provides data 
users with “full-spectrum analytics from data exploration and 
discovery through advanced and predictive analytics” (Oracle, 
2014).

According to Gartner, an advanced analytics platform must 
use special quantitative methods of data analysis, such as sta-
tistics, descriptive and predictive data mining, simulation and 
optimisation that achieves results inaccessible by a traditional 
BI technology (Herschel, Linden, Kart, 2015).

Based on the research by Gartner, leaders for advanced an-
alytics platforms were SAS, IBM, KNIME and RapidMiner 
(Herschel, Linden, Kart, 2015). 

SAS is a leader in the development of the BI software over 
the years with 35.4 % market share in advanced analytics (SAS, 
2015). SAS provides a wide range of products and analytical 
techniques available through programming by the open-source 
environment R. One of the advantages of SAS platform is avail-
ability of analytic applications focused on solving specific busi-
ness problems.

The high position of IBM was achieved through the acquisition 
of the SPSS Statistics and SPSS Modeler that can be integrated 
with the platform Watson. Gartner notes that IBM success is as-
sociated with a deep understanding of the needs of its customers, 
quick response to changing market trends and the provision of 
BI tools aimed at different levels of readiness of customers, pro-
vision of business-friendly tools. (Herschel, Linden, Kart, 2015).

RapidMiner is a complex system for data mining that also pro-
vides processing of big data statistical analysis. The success of 
KNIME and RapidMiner is explained by the fact that along with 
the licenced versions of their products, they provide also free 
versions. Products are distributed as an open source; they pro-
vide a desktop-based advanced analytics platform, server-based 
on-site or customer cloud solution.
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By Gartner, Microsoft is included in the “visionaries” group. 
Predictive analytics functionality is implemented by using Mic-
rosoft SQL Server Analysis Services (SSAS) that are embedded 
within Microsoft SQL Server. Customers gave a low assessment 
of SSAS, but Microsoft’s new Azure Machine Learning (AML) 
cloud was still on beta stage at evaluation time (Herschel, Lin-
den, Kart, 2015).

Oracle has been excluded from the Gartner Magic Quadrant. 
Gartner explains the exclusion of companies with the fact that 
Oracle advanced analytics tools cannot be considered stand-
alone products: they are available only in the form of tightly 
integrated modules, Oracle database, BI and big data (Herschel, 
Linden, Kart, 2015).

By Gartner estimation, the amount of advanced analytics seg-
ment is over $ 1 billion. The further growth is associated with 
the growing need for more data and the flow of information 
from different data sources. The market of business analysis is 
changed in accordance with the needs of business users (Her-
schel, Linden, Kart, 2015).

Gartner notes that the growth of data, new varieties of data 
type, growth in the number of users make new demand to the 
level of complexity of BI systems. The number of users for which 
the system must be specifically adopted is also increasing – they 
are expecting intuitive analysis tools for getting quick results. 
Thus, Gartner predicts growth of demand for self-service tools 
(Herschel, Linden, Kart, 2015).

Gartner research shows that the largest part in the demand of 
new BI products is due to the data discovery, decentralisation, 
and empowerment of business users. Given the current market 
trends, new BI vendors have appeared who specialise in the 
creation of BI tools with a visual and highly interactive user in-
terface. At the same time, traditional BI platform vendors, such 
as Microsoft, IBM, SAP, complement their platforms by the 
tools aimed at a simplified and interactive visual data analysis 
(Sallam et al., 2015).

There is a move to a platform that can be used by analysts 
and ordinary business users to accept and justify business de-
cisions and which differs in rapid implementation. This shift to 
a decentralised model that is empowering more business users 
also drives the need for a governed data discovery approach 
(Sallam et al., 2015).

The number of vendors in this market segment increases 
and points to the increasing demand for BI software that is us-
er-friendly and cost efficient. A more decentralised approach 
to the use of BI tools demands data preparation tools that are 
available for business users and analysts. BI and analytics ven-
dors offer self-service data preparation tools to expand the use 
of analytics (Sallam et al., 2015).

Gartner defined self-service business intelligence as “end us-
ers designing and deploying their own reports and analyses with-
in an approved and supported architecture and tools portfolio” 
(Gartner, 2015). This definition implies controlled self-service 
business intelligence that maintains co-operation between end 
users and information technology (IT) specialists. This coopera-
tion ensures quality control, data integrity, and security. Self-ser-
vice BI business users sometimes are called “power users”.

Self-service is relevant because a centralised BI environment 
is not always able to quickly meet the needs of business users. 
If a new target is related to a one-time analysis, and the result is 
needed urgently, it is much more effective if the analysis is per-
formed independently without intermediaries.

Gartner analysts indicate a trend of increasing demand for 
business-oriented platforms, despite their narrow capabilities 
unlike IT-centric (BI management-centric) platforms. Thus, the 
absolute leader in business intelligence and analytics platforms 
by Gartner Magic Quadrant is Tableau Inc. The popularity of 
Tableau is due to ease of deployment, simplicity of interface, and 
insignificant costs. Among the leaders are also Qlik and Micro-
soft (Sallam et al., 2015).

Qlik provides two products: QlikView and Qlik Sense based 
on associative architecture in-memory. QlikView is an applica-
tion development platform and it is intended for IT users to create 
intuitive and interactive applications with the dashboard. The 
second product Qlik Sense is a web-based platform that focuses 
on business users’ self-service (Qlik, 2015).

Microsoft provides a wide range of BI and analytics, both 
centralised and decentralised. One of such business-oriented 
solutions is Power BI. Another one is SQL Server Analysis Ser-
vices that support OLAP cubes and data mining technologies. 
Self-service capabilities are provided by Power BI for Office 
365 that is implemented as a cloud service, and also by Power 
Query, Power Pivot, Power View tools that are supported by 
Microsoft Excel 2013. 

VI. Conclusion

The large volume and variety of data have an impact on the 
development of business data analysis technologies. The number 
of business information users has increased according to new 
tasks that can be solved by means of BI technology solutions. 

Big data demands more extensive improvement in technologies 
for collecting, storing, processing and analysing data. Vendors 
offer centralised advanced analytics platforms that can be de-
ployed on servers within organisations or in a cloud. Such systems 
usually require the involvement of IT specialists to implement 
the system and to prepare analytical information to the end user. 

At the same time, there is a growing demand from business 
users for accessing directly data and data analysis capabilities 
without intermediaries (IT specialists). One of the requirements 
for such products is the ease of system deployment and the ease 
of usage.

The first generation of BI applications ensured the selection of 
data from relational databases and data transformation, creating 
the multidimensional databases (OLAP cubes and QlikView an-
alytic cloud), data presentation and visualization tools, as well 
as offered integration tools with corporate information systems. 
The next BI application development stage makes it possible to 
use Data Mining technologies and Predictive Modelling methods.

The second generation of BI systems are focused on the In-
ternet and cloud computing technologies. Innovation continues 
to develop in areas that provide more intuitive and rapid BI sys-
tem implementation for the use in data sources of large amounts. 



25

Economics and Business

2016 / 28

There is expansion of new products for the business data anal-
ysis with the focus on an interactive data analysis. Vendors offer 
centralised as well as decentralised BI and analytics platforms. 
They respond to the trend of demand and offer tools for self-ser-
vice data discovery. New vendors more specialise in the devel-
opment of self-service products for the data analysis.
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