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The goal of this paper is to explore the idea that what we know about 
implicit bias gives rise to something akin to a new form of scepticism. 
I am not wedded to the idea that the phenomenon I am pointing to 
should be called ‘scepticism’, but I am convinced that it is illuminat-
ing to examine the ways in which it does and does not resemble phil-
osophical scepticism. I will call what I am discussing ‘bias-related 
doubt’.

In some ways, bias-related doubt is stronger than traditional 
forms of scepticism, while in others it is weaker. In brief: I will be 
arguing that what we know about implicit biases shows us that we 
have very good reason to believe that we cannot properly trust our 
knowledge-seeking faculties. This does not mean that we might be 
mistaken about everything, or even everything in the external world 
(so it is weaker than traditional scepticism). But it does mean that we 
have good reason to believe that we are mistaken about a great deal (so 
it is stronger than traditional forms of scepticism). A further way in 
which bias-related doubt is stronger than traditional scepticism: this 
is doubt that demands action. With traditional scepticism, we feel 
perfectly fine about setting aside the doubts we have felt when we 
leave the philosophy seminar room. But with bias-related doubt, we 
don’t feel fine about this at all. We feel a need to do something to im-
prove our epistemic situation. Fortunately, though, it turns out that 
there is much we can do. However, much of what needs to be done 
cannot be done on a purely individual basis.  So although scepticism 
has sometimes been treated by feminists as a paradigmatic case of the 

1 This Disputatio Lecture was delivered at the 5th Meeting of the Portuguese 
Society for Analytic Philosophy, which took place in Braga at the University of 
Minho, on September 14th 2012.
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excesses of individualist philosophy2, this form of scepticism cannot 
be fully responded to individualistically.

1 Implicit biases

There is a vast and still-growing literature on implicit bias, which I’ll 
only be dipping into here. Very broadly speaking, these are largely 
unconscious tendencies to automatically associate concepts with one 
another.3 Put like this, they don’t sound very interesting or worry-
ing. But the ones on which attention by philosophers has focused are 
both very interesting and very worrying. These are unconscious, au-
tomatic tendencies to associate certain traits with members of partic-
ular social groups, in ways that lead to some very disturbing errors: 
we tend to judge members of stigmatized groups more negatively, in 
a whole host of ways. Rather than attempt a general overview, I will 
give examples of the sorts of errors that will be our concern here.

Curriculum vitae

CV studies take a common, and beautifully simple form. The ex-
perimenters ask subjects to rate what is in fact the same CV, varying 
whatever trait they want to study by (usually) varying the name at the 
top of it. When they do this, they find that the same CV is considered 
much better when it has a typically white rather than typically black 
name, a typically Swedish rather than typically Arab name, a typi-
cally male rather than typically female name, and so on. The right 
name makes the reader rate one as more likely to be interviewed, 
more likely to be hired, likely to be offered more money, and a bet-
ter prospect for mentoring. These judgments are very clearly being 
affected by something that should be irrelevant — the social category 
of the person whose CV is being read. Moreover, the person making 
these mistaken judgments is surely unaware of the role that social 
category is playing in the formation of their views of the candidates.  

2 See, for example, Scheman 2002.

3 For a great deal more precision about the many different ways of character-
izing implicit bias, and the many sorts of implicit biases there are, see Holroyd 
and Sweetman (forthcoming).
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Significantly, the most recent of these studies (Moss-Racusin 2012), 
on the evaluation of women’s CVs, showed that women were just as 
likely to make these problematic judgments as men. It also showed 
that these problems are not confined to an older generation: the ten-
dencies were equally strong in all age groups.4

Prestige bias

In a now-classic study, psychologists Peters and Ceci (1982) sent pre-
viously published papers to the top psychology journals that had pub-
lished them, but with false names and non-prestigious affiliations. 
Only 8% detected that the papers had already been submitted, and 
89% were rejected, citing serious methodological errors (and not the 
one they should have cited — plagiarism). This makes it clear that 
institutional affiliation has a dramatic effect on the judgments made 
by reviewers (either positively, negatively, or both).  These are ex-
perts in their field, making judgments about their area of expertise 
— psychological methodology — and yet they are making dramati-
cally different judgments depending on the social group to which 
authors belong (member of prestigious VS non-prestigious psychol-
ogy department).

Perception

Studies of so-called ‘shooter bias’ show us that implicit bias can even 
influence perception. In these studies, it has been shown that the 
very same ambiguous object is far more likely to be perceived as a 
gun when held by a young black man and something innocent (like a 
phone) when held like by a young white man.5 (The same effect has 
been shown with men who appear Muslim versus men who appear 
non-Muslim (Unkelbach et al. 2008).  In some of these experiments, 
the subjects’ task is to shoot in a video game if and only if they see 
an image of a person carrying a gun. Subjects’ ‘shooting’ is just as 

4 See, for example, Bertrand and Mullainathan 2004; Rooth 2007; Moss-
Racusin et al. 2012; Steinpreis et al. 1999.

5 See, for example Correll et. al. 2002, 2007; Greenwald, Oakes, & Hoff-
man, 2003; Payne, 2001; Plant & Peruche, 2005.



you’d expect given their perceptions. These show that implicit bias 
is getting to us even before we get to the point of reflecting upon 
the world — it affects our very perceptions of that world, again in 
worrying ways.6

Moral and political consequences

Now let’s explore some consequences of this. First, there are some 
obvious morally and politically significant consequences. We are very 
likely to make inaccurate judgments about who is the best candidate 
for a job, if some of the top candidates are known to be from stigma-
tised groups. We are very likely to mark inaccurately, if social group 
membership is known to us and the group we are marking is not 
socially homogeneous. We are very likely to make inaccurate judg-
ments about which papers deserve to be published, if social group 
membership is known to us. We may both over-rate members of 
some groups and under-rate others. Worse yet, we are misperceiving 
harmless objects as dangerous, and potentially acting on this in truly 
appalling ways. All of this should be tremendously disturbing to us. It 
means that we are being dramatically unfair in our judgments, even 
though we are doing so unintentionally. We are treating members of 
stigmatised groups badly, even if we desperately desire to treat them 
well. Moreover, what we are doing will help to ensure that this un-
fair treatment is continued: the results of these decisions will help to 
maintain the stereotypes that currently exist, which cause members 
of stigmatised groups to be treated unfairly. ‘Vicious circle’ seems a 
particularly apt phrase to describe the situation.

Epistemological consequences

But I want to focus now on some epistemological aspects of this situ-
ation. First, some relatively obvious ones, starting from those within 
philosophy. The unfairness described above means that there are al-
most certain to be some excellent students receiving lower marks 
and less encouragement than they should; some excellent philoso-
phers not getting the jobs they should get; and where anonymous 

6 For much more on how perception is affected, see Siegel 2013.
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refereeing and editing is not practised, there is some excellent work 
not being published. Philosophy as a field is the worse for this: it is 
not as good as it could, or should, be. (For more on this, see Beebee 
and Saul 2011, Saul forthcoming.) Obviously, much the same will 
go on in other areas of academia, especially those that are as male-
dominated as philosophy. Outside philosophy, there are similar ef-
fects, as the testimony of members of stigmatised groups is taken 
less seriously than it ought to be (Fricker 2007). Their views are less 
respected, and they are given less of an opportunity to participate 
fully in discussions and decision-making. As Chris Hookway (2010) 
has noted, a particular problem may lie in their questions not being 
taken seriously.

Now, some less obvious epistemological aspects of the situation, 
again focussing on philosophy. When we misjudge a paper’s quality, 
we’re making a mistake about the quality of an argument.7 More-
over, our evaluation of that argument is being influenced by factors 
totally irrelevant to its quality: it’s being influenced by our knowl-
edge of the social group of its author. Worse yet, this influence oper-
ates below the level of consciousness — it’s unavailable to inspection 
and rational evaluation. This means we may be accepting arguments 
we should not accept and rejecting arguments we should not reject.  
Many of our philosophical beliefs — those beliefs we take to have 
been arrived at through the most careful exercise of reason — are 
likely to be wrong.8

But now a cynical objection emerges, and here’s how it goes: phi-
losophy is in fact incredibly homogeneous (only 17% of those em-
ployed full-time as philosophers in America are women9). When 
we’re deciding which argument to accept, we’re mostly deciding 
which argument from a white, cis-gendered, middle-class, able-bod-

7 Here I am assuming that philosophers will be prone to the same sorts of er-
rors as others. They have not actually been studied.

8 I am not saying that we are affected only by biases.  Of course, a part of what 
we are doing is applying our skill in evaluating philosophy, and sometimes we will 
get things right.  My claim is just that these judgments will often be distorted, to 
a variable extent, by biases.

9 See <http://kathrynjnorlock.blogspot.co.uk/p/my-apa-csw-report-on-
women-in.html>.
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ied man to accept. So, while we may have wrongly rejected an argu-
ment presented with a working class accent, a dark skin or a woman’s 
name, surely this won’t have happened very often. Our philosophical 
beliefs are largely safe, if only because philosophy is so disturbingly 
homogeneous.

But there are two responses to the cynical objection. The first is 
to recall the existence and force of prestige bias. In prestige bias, the 
stigmatised group is people who are less prestigious — their names 
are less famous, their institutions less notable, their accomplishments 
(so far) less impressive. And the advantaged group is those who bene-
fit from prestige — those with famous names, highly ranked institu-
tions, and accomplished careers. We are extremely likely to be mak-
ing errors about people from both of these groups. Since it is surely 
the case that we encounter plenty of people from both these groups 
in e.g. hiring and refereeing papers, there are many opportunities for 
us to be affected by these biases. The second response is to note that 
while e.g. 17% is a lamentably small proportion of the profession, it 
is not so small that we’re unlikely to encounter a woman in philoso-
phy. We have, in fact, ample opportunities to misjudge the quality of 
work from members of at least some under-represented groups. And 
this is enough to give bite to bias-related doubt. So, we are likely to 
be making errors in our evaluation of philosophical arguments.

It is important to see that this is not just a matter of what Miranda 
Fricker (2007) has called testimonial injustice. Fricker argues that 
the social group to which a person belongs will often have a dra-
matic effect on our willingness to treat them as a credible source of 
knowledge. We will be less likely to accept the testimony of those 
from stigmatised groups. One thing implicit bias adds to this picture 
is just a matter of scale: research shows these problems to be far 
more widespread than would otherwise be apparent. But another, 
even more important addition, is that implicit bias doesn’t just af-
fect our judgments of people’s credibility when deciding whether to 
accept their testimony or not. Mistaken as our credibility judgments 
are, at least we know that these are judgments about who to take 
seriously. We recognise that we are making judgments about people, 
and this is what we mean to be doing. The research on implicit bias 
shows us that we are actually being affected by biases about social 
groups when we think we are evaluating evidence or methodology. When 
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considering testimony, it makes sense that we need to make judg-
ments about how credible an individual is. But when psychologists 
assess the methodology of a study — or when philosophers assess the 
quality of an argument — they shouldn’t be looking at the credibility 
of an individual at all. They should be looking just at the study, or 
the argument. And yet when implicit bias is at work, we are likely 
to be affected by the social group of the person presenting evidence 
or an argument even when were are trying to evaluate that evidence 
or argument itself. Implicit bias is not just affecting who we trust — 
it’s affecting us when we think we’re making judgments that have 
nothing to do with trust. It’s leading us into errors based on social 
category membership when we think we’re making judgments of sci-
entific or argumentative merit.

But why should that unsettle us? We know already that most of 
what is currently accepted as science is likely to be proven false with-
in centuries, and possibly decades. But notice: my claim is not that 
we’re likely to be accepting some falsehoods, or even a lot of false-
hoods. That’s not unsettling. My claim is that we’re likely to be mak-
ing errors. Moreover, we’re likely to be making errors of a very specif-
ic sort. It’s not that we’re likely to get some really difficult technical 
bits wrong, or that we’re likely to get things wrong if we’re really 
exhausted, or drunk. It’s that we’re likely to let the social identity of 
the person making an argument affect our evaluation of that argu-
ment. It is part of our self-understanding as rational enquirers that 
we will make certain sorts of mistakes. But not this sort of mistake. 
These mistakes are ones in which something that we actively think 
should not affect us does.

Worse yet, our errors are not confined to the professional arena, 
or to what we take to be carefully thought-out judgments about the 
quality of arguments that we encounter. The studies of shooter bias 
show us that as humans in the world, we are making errors in per-
ception due to implicit bias. The very data from which we begin in 
thinking about the world — our perceptions — cannot be relied 
upon to be free of bias. Once more, this is clearly well beyond the 
worries raised by testimonial injustice.

The best way to see why these mistakes are — and should be — 
so unsettling to us as enquirers is to compare the situation of one 
who learns about implicit biases to the situations of people consider-
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ing various sorts of sceptical scenarios.

2 Comparison to sceptical scenarios

2.1 Comparison to traditional scepticism

In a traditional skeptical scenario, we are confronted with a possibil-
ity that we can’t rule out — that we’re brains in vats, or that tomor-
row gravity might not work any more. Considering this scenario is 
meant to make us worry that we don’t know (many of) the things 
that we take ourselves to know, or that we are unjustified in having 
(many of) the beliefs that we do. And a standard response is that 
these should worries not grip us, because we have no reason at all 
to suppose that these possibilities obtain. Doubt induced by implicit 
bias is unlike this: we have very good reason to suppose that we are sys-
tematically making errors caused by our unconscious biases related 
to social categories. In this way, then, the doubt provoked by implicit 
bias is stronger than that caused by considering skeptical arguments.

But, one might think, it’s not really all that troubling. The doubt 
caused by implicit bias, surely, is a localized one. It seems, at first, to 
be like the sort of doubt we experience when we discover how poor 
we are at probabilistic reasoning. We have extremely good reason to 
think we’re making errors when we make judgments of likelihood. 
But this sort of doubt doesn’t trouble us all that much because we 
know exactly when we should worry and what we should do about 
it: if we find ourselves estimating likelihood, we should mistrust our 
instincts and either follow mechanical procedures we’ve learned or 
consult an expert (if not in person, then on the internet). This kind 
of worry is one that everyone can accept without feeling drawn into 
anything like skepticism. And it may seem at first that bias-related 
doubt is like this.

The problem starts to become vivid when we ask ourselves when 
we should be worried about implicit bias influencing our judgments. 
The answer is that we should be worried about it whenever we con-
sider a claim, an argument, a suggestion, a question, etc from a per-
son whose apparent social group we’re in a position to recognize. 
Whenever that’s the case, there will be room for our unconscious 
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biases to perniciously affect us. Most discussed in the literature so far 
(see Fricker 2007), we might make a mistaken judgment of credibili-
ty when assessing testimony. But we also might fail to listen properly 
to a contribution; fail to carefully consider a question; judge an argu-
ment to be less compelling or original than it is; think the evidence 
presented is worse than it is. And, importantly, we can be adversely 
affected in a positive direction as well. When assessing a contribution 
from someone who are biases favour, we may grant more credibility 
than their testimony deserves; we may think their arguments are 
better than they are, perhaps failing to notice flaws that we would 
have noticed if the arguments were presented by someone else; we 
may take their evidence to be better than it is, and so on.

And this is going to happen a great deal. It happens whenever we 
are dealing with the social world in a non-anonymised manner. Since 
the world is only rarely anonymised for us, this will happen nearly 
all the time. Much of our knowledge comes from testimony, or from 
arguments or evidence that we are presented with. Those testifying, 
or presenting the arguments or evidence, are usually people. And 
people are generally  (though not always) perceived by us as members 
of social groups. Moreover, much of the knowledge we already have 
has come to us in this way. Our acceptance or rejection of testimony, 
arguments, evidence and the like has shaped the worldviews we have 
now. And this acceptance or rejection was, we can be fairly certain, 
distorted by the perceived social groups10 of those presenting the 
testimony, arguments or evidence. Worse yet, we cannot even go 
back and attempt to consider or correct errors that we might have 
made — we are very unlikely to remember the sources of these be-
liefs of ours.

Chris Hookway has argued, compellingly, that the most effective 
and interesting construal of skeptical challenges is to see them as 
challenges to our ability to enquire responsibly. A skeptical argu-
ment is a challenge to the reliability of what he calls ‘our cognitive 
instruments’, and it demands that we demonstrate that we are not 
being irresponsible in relying on our ordinary belief-forming meth-

10 I phrase it this way because what affects us as audiences is what social group 
we take the speaker to be a member of, not what social group they are actually a 
member of.
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ods. Hookway considers two kinds of challenges to our belief-form-
ing methods.

The first kind of challenge, very localized and not at all threat-
ening, is something like the worry we’ve seen about our probabil-
ity judgments. Here we’re given very good reason to distrust our 
cognitive instruments, but only for certain tasks. We can easily 
demonstrate that we’re being responsible, as long as we take spe-
cial measures regarding probabilitistic judgments, and that’s a pretty 
straightforward thing to do. It’s kind of like the discovery (which 
most of us don’t remember making) that we can’t really see very well 
in the dark: we turn on a light when we encounter darkness, and the 
problem’s solved. It doesn’t worry us the rest of the time. So this 
kind of challenge needn’t worry us too much.

The next kind of challenge is broader — if we were to become 
convinced that we really did need to worry about the possibility of be-
ing brains in vats, it would lead us to question almost everything we 
think we know. And there would be no easy solution. But, follow-
ing Peirce, Hookway maintains that this isn’t a real doubt: we don’t 
really doubt the existence of the external world, and ‘we should 
not doubt in philosophy what we do not doubt in our hearts’ (2002: 
248). Both Hookway and Peirce assign real philosophical weight to 
this failure to doubt, taking it to obviate the need to demonstrate 
that we are not being irresponsible. (Though both also accept the 
fallibility of this.)

Bias-related doubt is different from this, though. It is very much a 
real doubt. Interestingly, this is because it combines one feature each 
from the two not-so-worrying forms of doubt just considered.

1. We have been given good reason to think that we are very 
likely to be making the errors it points to. This makes the 
doubt genuinely compelling, and we feel at as genuinely com-
pelling. In this way, it is like the worry about our probability 
judgments.

2. It is broad in its scope. It arises with regard to any beliefs 
that might have been unconsciously shaped by our implicit 
attitudes about members of social categories, and these are 
an enormous number of our beliefs. Moreover, we don’t in 
general even know which beliefs these are. This gives it the 
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kind of breadth that leads to a much greater worry than the 
very containable concerns about probabilistic reasoning.

Hookway writes that there are three key features to ‘an interesting 
skeptical challenge’. (1990: 164)

1. It must make reference to ‘part of our practice of obtaining 
information about our surroundings which we find natural, 
which it does not ordinarily occur to us to challenge.’

2. ‘[I]t must have a certain generality: challenges to the reliabil-
ity of particular thermometers may lead us to lose confidence 
in that particular instrument; they do not lead us to lose con-
fidence in ourselves as inquirers.’

3. ‘[I]t must intimate that the feature of our practice which it 
draws attention to could not be defended.’

It seems to me that bias-related doubt easily meets each of these cri-
teria. The practices called into question ones that we normally don’t 
think to question: our ‘instinctive’ sense that someone is credible, 
that a reason is convincing, or that an argument is compelling. There 
is definitely generality — this isn’t like challenges just to probabi-
listic reasoning, which Hookway rightly flags as not that worrying 
because those challenges are very contained. Instead, it’s challenges 
to the ordinary ways that we assess reasons, arguments evidence and 
testimony. Finally, the feature it calls attention to — our judgments 
are illicitly influenced by irrelevant matters in a way that frequently 
leads to injustice — is deeply indefensible.

What the literature on implicit bias shows us is that we really 
should not trust ourselves as inquirers. As Hookway argues (2003: 
200), ‘we can persevere with our inquiries only if we are confident 
that… our reflection will take appropriate routes’. But we have now 
discovered that our reflection takes wholly inappropriate routes: we 
are not only failing to assess claims or arguments by methods that we 
endorse but we are instead assessing them by methods that we ac-
tively oppose. As he notes, only a part of the process of deliberation 
is conscious, and we need to be able to trust the habits of thought 
that underpin the unconscious bits. (Hookway 1990: 11) we need to 
trust not just that they will guide us to truth but that they are based 
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in values that we consider our own. Hookway raises the values con-
cern when discussing an obsessive who is unable to stop repeatedly 
rehearsing doubts that he does not fully endorse, but the concern 
arises even more strongly in the case of biases against members of 
stigmatized groups. The literature on implicit bias shows us not just 
that our habits can’t be relied on to lead us to truth, but also that 
— insofar as they can be described as based in values at all — they 
are likely to be based in values that we (most of us, anyway) find re-
pugnant. It is difficult to see how we could ever properly trust these 
again once we have reflected on implicit bias. And, Hookway (2000: 
Chapter 10) argues, self-trust is a necessary condition of responsible 
inquiry.

2.2 Comparison to live sceptical scenarios

Bryan Frances’s work on ‘live sceptical scenarios’ (Frances 2005), 
provides another instructive comparison. Frances characterizes tra-
ditional skeptical arguments as relying on the fact that certain hy-
potheses that cannot be ruled out. He notes that responses to these 
often involve pointing out that, while these hypotheses cannot be 
ruled out, they are nonetheless not really live — they are so implau-
sible that we can’t really take them seriously. His book is devoted 
to arguing that there are skeptical hypotheses that are not like this. 
In his live skeptical scenarios, ‘there are compelling scientific and 
philosophical reasons to think that the hypotheses are actually true’. 
Therefore, the traditional replies do not apply.

Now this looks quite a lot like what I have called Bias-Related 
Doubt. The hypotheses are ones for which there is compelling rea-
son for thinking that they are true. But on closer inspection, it turns 
out that these reasons are far less compelling. The hypotheses in 
question are things like eliminativism about belief and error theory 
about colour. And the reasons for thinking that they are still live is 
that some sensible people who know a great deal endorse (or might 
endorse) these theories on the grounds of compelling scientific or 
philosophical reasons. But this falls a good deal short of what I have 
argued about bias-related doubt. Here the hypothesis is that we are 
frequently making errors that have their root in implicit bias. My 
claim is not just that the hypothesis is live — that sensible and knowl-
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edgeable people might endorse it on the basis of good reasons. In-
stead, it’s that we all have very good reason to believe that it is true. And 
this is much stronger than the claim that a hypothesis is live. We 
will see that there are also differences with regard to how we should 
respond.

3 What should we do?

The skepticism created by learning about implicit bias differs dra-
matically from most other forms of skepticism in that it leads to the 
conclusion that we should change our behaviour. A striking feature 
of the sorts of skepticism that have tended to dominate discussion in 
recent times is that even if we became convinced by them, we would 
not feel the need to change in anything about our behaviour: ac-
cepting that I don’t know whether I’m a brain in a vat or not simply 
doesn’t affect how I will go about living my life. Becoming a sceptic 
of the traditional sort doesn’t lead me to decide differently about 
anything in the course of my every day life, or to alter my behaviour 
in any way.

But not all forms of skepticism are like these in their lack of im-
pact on behaviour: Pyrrhonian skepticism was meant to have a large 
and salutary impact on one’s life. The convinced Pyrrhonian sceptic 
would learn to simply accept appearances rather than striving for 
belief.

‘If he avoids ‘belief’, the Pyrrhonist ‘acquiesces in appearances’: he is 
guided by sensory appearances and by bodily needs and natural desires; 
he conforms to the prevailing customs and standards of his society.’11

Accepting appearances and conforming to prevailing customs and 
standards, of course, is very much not what a would-be responsible 
enquirer should feel moved to do after learning about implicit bias. 
For the literature on implicit bias shows that the way things appear 
to us is perniciously affected by biases that we are unaware of and 
would repudiate if we became aware of them. To put it bluntly, ac-
cepting appearances would mean acquiescing in one’s reaction of 
fear at the sight of a black man; and acquiescing in one’s greater sense 
of approval when looking at a CV with a man’s name at the top of it. 

11 Hookway (1990: 6).
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That these would not rise to the level of belief may mean that we’re 
not committed to falsehoods. But the behaviours we would be led to 
would be just as troubling. As Hookway notes (1990: 18), the Pyr-
rhonist’s ‘is a very conservative outlook: the appearances he relies on 
are salient for him because of their conventional role.’ Relying on the 
conventions of one’s society is deeply cast into doubt by the literature 
on implicit bias.

The skepticism produced by implicit bias demands action. There 
are several reasons for this. The first reason is that the skeptical 
scenario is one that is troubling in a very different way from more 
traditional skeptical scenarios. If you actually are a brain in a vat, 
you’re probably doing about as well with your life as you can. It’s 
not clear that you would make different choices if you knew the sce-
nario to hold. (And this is just as true for the live skeptical scenarios 
Frances considers, like those based in eliminativism or colour error 
theory.) But if you actually are basing lots of decisions on the social 
categories that people you encounter belong to, then you’re clearly 
not doing as well as you can. You’re making the wrong decisions 
epistemically speaking: taking an argument to be better than it is, 
perhaps; or wrongly discounting the view of someone you should lis-
ten to. You’re also making the wrong decisions practically speaking: 
assigning the wrong mark to an essay, or rejecting a paper that you 
should accept. Finally, you’re making the wrong decisions morally 
speaking: you are treating people unfairly; and you are basing your 
decisions on stereotypes that you find morally repugnant. So when 
the possibility is raised that you’re doing this, it should not be pos-
sible to shrug it off in the way that it’s perfectly reasonable to shrug 
off the brain in a vat possibility. Worse yet, it’s not just the possibility 
that’s raised: the research on implicit bias suggests that it’s very likely 
that you’re doing these things, with respect to at least some social 
categories.

But usually, you can’t do anything at all to rule out the skepti-
cal scenarios. And the same is true when it comes to any particu-
lar instance of the implicit bias skeptical scenario. Did I judge that 
woman’s work to be less good than it was due to her gender? I will 
never know, because I won’t get the opportunity to assess it without 
knowledge of her gender. And the same is true for certain more gen-
eral versions: have I based much of what I think I know on epistemi-
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cally irrelevant factors like social categories? I’m not going to be able 
to find out. So is there anything one can do? Not for past cases like 
these. However, I can act so as to reduce the likelihood of this hap-
pening in future instances.

Importantly, though, some of the most obvious things to do just 
don’t work. Getting a woman to judge another woman’s work is a 
poor check against bias, since both men and women are likely to 
hold biases causing them to negatively judge women’s work (recall 
Moss-Racusin’s 2012 CV study). Trying hard to be unprejudiced can 
backfire, if one doesn’t go about it in just the right way (Legault et al. 
2011). Reflecting on past instances in which one managed to do the 
right thing makes one more likely, not less likely to be biased (Mos-
kowitz and Li). So what should one do?

Fortunately, there are some things we can do. Obviously ano-
nymising can prevent us from even being aware of the social group 
that might trigger our implicit biases.12 But anonymising is not a 
solution that’s always available or appropriate, so it’s fortunate that 
psychologists are discovering a lot of surprising interventions that 
seem to reduce the influence of implicit biases. We can spend time 
thinking about counter-stereotypical exemplars (members of stereo-
typed groups who don’t fit the group stereotypes)13. We can care-
fully form implementation intentions — not ‘I will not be influenced 
by race’ but ‘when I see a black face I will think ‘safe’’ (Stewart 
and Payne 2008). We can spend a few hours engaging in Kawaka-
mi’s negation training, in which we practice strongly negating ste-
reotypes (Kawakami et al. 2000). But this might not work, unless 
we use Johnson’s (2009) variant in which we think ‘NO, THAT’S 
WRONG!’ while pressing a space bar whenever presented with a 
stereotypical pairing. We can reflect on past instances in which we 
failed in efforts to be unbiased, thereby activating our motivation to 

12 This worked beautifully with orchestras, which began holding auditions be-
hind screens, dramatically increasing their percentages of female members.  And 
it is now standard practice in the UK to mark students’ work anonymously, which 
is supported by the Union of Students for just this reason: <http://www.nuscon-
nect.org.uk/campaigns/highereducation/archived/learning-and-teaching-hub/
anonymous-marking/>.  For research on anonymous marking see Bradley 1984, 
1993.

13 Blair 2002, Kang and Banaji 2006.
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control prejudice (Moskowitz and Li). And these are just a few ex-
amples.

Interestingly, some very effective interventions — like Kawaka-
mi’s negation training — are widely viewed as far too demanding 
for widespread adoption. Alex Madva (manuscript), however, has ar-
gued extremely compellingly that these have been dismissed far too 
quickly. And he has a point — what’s a few hours of slightly tedious 
exercises if it can actually make me less prejudiced? The arguments 
I have presented here suggest that we may well also have very strong 
epistemic reasons as well for adopting these techniques. If we don’t 
try to overcome the pernicious influences of these biases, we are not 
being responsible enquirers.14

Importantly, though, we are unlikely to completely eliminate the 
threat of error. Implicit bias could be affecting one’s reasoning at 
almost any point — it is very hard to judge when social group mem-
bership is having a pernicious influence. So it is much trickier to 
correct for than other factors that are known to make one unreliable 
(e.g. ‘don’t make important decisions when drunk’). If we knew that 
we were about to enter a situation in which implicit biases might 
impair our thinking, and we knew exactly which biases would be 
relevant, we could formulate appropriate implementation intentions, 
like ‘If I see black person, I will think ‘safe’’. But we don’t in general 
know which stigmatized social groups we will encounter at which 
points, or what stereotype will be relevant. (Thinking ‘safe’ when 
we see a black person will not help us to more accurately assess the 
quality of their written work.) Moreover, we don’t know what sorts 
of cognitive task might be relevant. So far, I have focused mostly on 
assessments of quality of argument, or of believability. But implicit 
biases surely affect other epistemically relevant matters as well: they 
might lead me to ask the wrong questions, or to neglect the right 
ones. Implementation intentions are a powerful device for control-
ling the expression of biases, but by their nature they target very spe-
cific behaviours. They cannot provide the general sort of reshaping 
of the cognitive faculties that would be needed to fully combat the 

14 Madva also responds to criticisms that these techniques are not effective 
enough, and that they are too individualistic, focusing as they do on individual 
thinkers rather than societal reform.

Jennifer Saul258



influence of implicit biases. At the end of the paper, I’ll discuss what 
this limitation to our individual corrective measures means for us.

4 Our rational capacities

Miranda Fricker is one of the few epistemologists who has thought 
long and hard about the negative epistemic effects of stereotypes. 
Her focus, however, is on the way that these affect evaluations of 
testimony from those that the stereotypes target, and she does not 
discuss the literature on implicit bias. This literature (as we have 
seen) shows the pernicious epistemic influence of stereotypes to ex-
tend far beyond evaluation of testimony. Still, Fricker’s discussion is 
highly relevant: she argues that those who underrate the testimonies 
of others due to wrongful stereotyping of their social group are com-
mitting an injustice, and that they suffer from an epistemic vice. This 
terminology seems wholly appropriate to apply to those in the grip 
of pernicious implicit biases. It seems worth examining, then, what 
she says about correcting for prejudices.

Fricker suggests that there are two ways to be a virtuous agent 
in terms of accepting testimony. The first is to be ‘naively’ virtu-
ous — to simply have credibility judgments that are not influenced 
by prejudice. She admits that this will be difficult to manage with 
respect to the prejudices of the culture/sub-culture one grows up 
in. The next is to reflectively correct one’s judgments — to, for in-
stance, think ‘I’m white, and I may fail to give sufficient credibility 
judgment to black people as a result.’ Or, alternatively, to notice that 
despite consciously believing women to be the equals of men, one 
tends to always take a man’s word over a woman’s. Noticing these 
things, she suggests, allows one to consciously raise the credibility 
one assigns to members of stigmatized groups. And this possibility, 
she suggests, is essential to our status as rational enquirers:

‘The claim that testimonial sensibility is a capacity of reason crucially 
depends on its capacity to adapt in this way, for otherwise it would be 
little more than a dead-weight social conditioning that looked more 
like a threat to the justification of a hearer’s responses than a source of 
that justification.’ (84)

Extending this idea in a natural way, we would expect the capacity 
to consciously, critically, reflectively correct for one’s biases quite 
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generally to be crucial to one’s epistemic capacities being capacities 
of reason.

Before we learn about implicit bias and what to do about it, it is 
genuinely unclear to me whether we have this ability to critically 
and reflectively correct for our bias. We could perhaps claim that 
we had the ability to do that (once we learned about the evidence, 
etc) but this claim would be so weak as not to amount to actually 
be very reassuring. Now, however, many of us do have the ability 
to critically and reflectively correct for our biases — at least once 
we have learned about their existence and studied the literature on 
what to do about them. Once we do that (and implement these tech-
niques), we can responsibly claim that these capacities are not just 
dead-weight social conditioning. Importantly, though, this requires 
more than what Fricker imagined in her discussion: we are unlikely 
to notice through individualistic reflection the ways that our judg-
ments are affected by social categories; and even we do notice this 
we are unlikely to hit upon the right strategies for fighting it. The 
only way that we can engage in the necessary sort of correction is 
not individualistically or introspectively, but by informing ourselves 
about what scientists have discovered about humans like ourselves. 
The correction is dependent not just on our rational faculties but on 
the deliverances of science.

In order to inquire responsibly, we must instead recognize that 
our epistemic capacities are prone to errors that we cannot learn 
about through first-person reflection; and that we must correct 
them using counter-intuitive mechanical techniques that draw not 
upon our rational agency but upon automatic and unconscious re-
sponses. We can consciously enlist these unconscious responses, and 
use them to improve our epistemic responses, but we cannot do this 
through rational and critical reflection alone.

Moreover, as I noted in the previous section, individual efforts are 
inevitably limited.

To fully combat the influence of implicit biases, what we really 
need to do is to re-shape our social world. The stereotypes underly-
ing implicit biases can only fully be broken down by creating more 
integrated neighborhoods and workplaces; by having women, people 
of colour and disabled people in positions of power; by having men 
in nurturing roles; and so on. The only way to be fully freed from 
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the grip of bias-related doubt is to create a social world where the 
stereotypes that now warp our judgments no longer hold sway over 
us. And the way to do this is to end the social regularities that feed 
and support these stereotypes. Can this be done? Who knows. It is 
a massive task — one whose importance and magnitude Elizabeth 
Anderson makes clear (for the case of race) in her The Imperative of 
Integration. But if it is not, we would seem to be stuck with bias-
related doubt, and with the consequent lack of trust in our cognitive 
faculties. And this is in itself quite a fascinating result. Scepticism is 
generally thought of as a highly individualistic epistemic issue. It’s 
about the would-be knower doubting the guidance of her own mind. 
But bias-related doubt shows us a social dimension to this. We have 
seen that the social world gives rise to a powerful form of doubt, and 
one that can only be fully answered by a sweeping and radical trans-
formation of our social world.15
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