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Abstract: Many real life scheduling problems can be formulated as Flexible Job 
Shop Scheduling Problems (FJSSPs) which simultaneously optimize several 
conflicting criteria. A typical feature of such problems is their high computational 
complexity. The purpose of this paper is to provide a review of the techniques, 
developed to solve multiple objective FJSSPs during the last decade. These 
techniques could be classified into two groups: approaches with application of 
mathematical models and heuristic approaches. Usually hybrid metaheuristic 
algorithms are proposed for large dimensional real life problems and they outlay 
the tendency for the future developments of efficient solution approaches for 
multiple objective FJSSPs. 
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1. Introduction 

The basic purposes of job shop schedules preparing are the execution of assigned 
volume jobs (activities) in deadlines, determined by the different client’s orders 
(tasks) and the realization of these jobs with optimal economic indices for the 
production unit. The task of making a job shop schedule arises most often, when the 
available resources are restricted as a result of decisions, taken previously after a 
long time period planning and a short time period planning. Due to their wide 
spreading in different areas of human activity on one side, and to their 
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combinatorial complex nature on the other side, the interest towards job shop 
schedules and sequencing problems in the international research centres has 
increased essentially in the recent years. 

According to the jobs and operations to be processed, the number and types of 
machines that comprise the shop, and the disciplines that restrict the manner in 
which assignments can be made, the scheduling is classified as: a Single machine 
shop (one machine and n jobs to be processed); Parallel machines shop (a number 
of one-operation jobs can be processed on any of the machines), Flow shop (in each 
job exactly one operation for every one machine, all jobs go through all the 
machines in the same order); Job shop (the operations of a job being totally ordered, 
each job can visit each machine twice or more often). The most common in practice 
are the Job Shop Scheduling Problems (JSSPs). The Flexible Job Shop Scheduling 
Problems (FJSSPs) are an extension of the classical JSSPs. They reflect the 
possibilities for flexibility of one production system, where one operation can be 
executed on different machines or one machine can execute different operations by 
means of a quick setup (for example tool-changing or jig-changing devices) [46]. In 
the first case this is achieved by having a set of identical machines, and in the 
second case − by high-tech multipurpose machines.  

In creating applicable models of job shop schedules, a question arises if the 
constraints for some parameters should be introduced for achievement of 
determined purposes or these parameters should be included like criteria, which 
have to be optimized [45]. The constraint introduction fixes values, which cannot be 
violated and this may lead to impossibility a feasible solution to be found. On 
another side, using the criteria gives some tolerance for the task parameters and can 
guarantee the obtaining of a feasible solution. Taking into account several criteria 
during the evaluation of job shop schedules gives the possibility for one more 
realistic solution to be presented to the users.  

The JSSPs are combinatorial and NP-hard problems. The FJSSPs are a much 
more complex version of the JSSPs, because of the additional need the assignment 
of operations to machines to be determined. Furthermore, they are strongly  
NP-hard. The computational difficulties increase in solving such problems in 
multiple objective context. These problems represent a challenge for the researchers 
in different international scientific research organizations. In recent years the need 
of developing new approaches for solving multiple objective FJSSPs has been 
intensified.  

The published approaches during recent years for solving different classes of 
multi-objective problems for job shop schedules have been analyzed in several 
survey papers [15, 20, 31, 44]. In the latest work [20] more than hundred 
publications have been systematized, connected with three groups of deterministic 
scheduling problems: single machine and parallel machines, flow shop, job shop 
and uncertain scheduling problems. The results from application of different 
approaches to each class of scheduling problems considered have been analyzed. 
The new trends in multiple objective scheduling have been discussed. In [46] a 
short review is made of different groups of approaches for solving multi-objective 
FJSSPs, published during the last ten years. 
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The purpose of this paper is to make a state-of-the-art survey of the 
publications, devoted to optimization of multi-objective FJSSPs in the recent years. 
Their number is still small in comparison to the number of works, connected with 
other classes of job scheduling problems. But the trend of increasing interest 
towards these problems in the last time can be easily traced out. The paper is 
organized as follows: In Section 2 the formulation of multi-objective flexible job 
shop scheduling problems is discussed. In Section 3 two groups of solution 
methodologies for these optimization problems are presented and a review of the 
methods and algorithms published in the last decade is done. In the last section the 
characteristics of the published studies and the directions for future work are 
generalized. 

2. Formulation of multi-objective flexible job shop problems 

The classical JSSP could be formulated as follows. There is a set of n jobs and a set 
of m machines. The set of all machines is noted by M, M = {M1, M2, ..., Mm}. Each 
job i consists of a sequence of ni operations. Each operation Oi,j (i=1, 2, …, n;  
j = 1, 2, …, ni) of job i has to be processed on one machine Mk out of a set of given 
machines M. There is a predefined set of processing times for each operation Oi,j on 
a given machine − ti,j,k . The FJSSPs are an extension of the classical JSSPs taking 
into account the production flexibility. Unlike the classical JSSP where each 
operation is processed on a predefined machine, each operation in the FJSSP can be 
processed on one Mk out of several machines MM,MM ijijk ⊆∈ . If 

MMij ⊂ for at least one operation, then it is a partial flexibility of JSSP  

(P-FJSSP); while if MMij = for each operation, then it is a total flexibility of JSSP 
(T-FJSSP). 

The minimization of the maximal completion time of all jobs (makespan) is 
the most common used performance criterion for FJSSPs. The minimization of a 
makespan is often combined with the minimization of the total workload of 
machines (sum of the working times over all machines) and the minimization of the 
maximal machine workload (sum of the processing times of operations on a critical 
machine) in multi-objective FJSSPs. Other used objectives are, for example: the 
maximal tardiness, maximal lateness, weight or mean completion time, weight 
number of tardy jobs, maximal cost.  

In the process of solving FJSSPs the following assumptions are most often 
made: none of the operations cannot be interrupted during its processing (non-
preemption condition); there are no precedence constraints among operations of 
different jobs; each machine can perform only one operation at any time (resource 
constrain); each machine is available to other operations immediately after the last 
assigned operation to be completed; all machines are available at the start of the 
production process; the machines are independent from each other.  

The problem of scheduling jobs in FJSSPs could be decomposed into two sub-
problems: the routing (assignment) sub-problem that assigns each operation to a 
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relevant machine selected from a set of capable machines ijk MM ∈ , and the 
scheduling (sequencing) sub-problem that has to calculate the starting times of the 
assigned operations on all machines in order to obtain a feasible schedule (the 
technological constraints not violated) to minimize the predefined objective 
functions. 

3. Solution approaches for  multi-objective  flexible job shop problems 

The job shop scheduling problems are combinatorial and difficult computational 
problems. Optimal solutions can be found in polynomial time only for scheduling 
problems with a small number of jobs and machines [12, 19]. The FJSSPs are a 
much more complex version of the classical JSSPs, because of the additional need 
for the assignment of operations to machines to be determined. Furthermore they 
are strongly NP-hard. The combining several conflicting criteria for evaluating the 
efficiency of the generated job shop schedules leads to additional computational 
complexity.  

In literature there are two approaches proposed for multi-criteria FJSSPs [46]. 
In the first approach the mathematical models of FJSSPs are formulated in terms of 
Mixed-Integer Programming (MIP). Conventional techniques for searching optimal 
solutions can be applied to these models, but they have still limited computational 
potentialities regarding the size of the problems, in spite of the increased 
computational capacity of the modern specialized MIP solvers and the essential 
computational resources of the modern computer systems. For problems of a larger 
size, different approximate and heuristic algorithms designed to solve these 
mathematical models are proposed.  

The heuristic approaches, applied directly to the FJSSPs have much greater 
spreading in the references, for example: genetic algorithms, evolutionary 
algorithms, as well as other metaheuristics. The manners for coding the distinct 
solutions (schedules) play an essential role for the efficiency of these techniques in 
finding good feasible schedules.  

For the development of heuristic algorithms, two types of approaches are 
applied: hierarchical and integrated. When using hierarchical approaches, the 
routing and scheduling sub-problems are consecutively solved, while in integrated 
approaches, the routing and scheduling sub-problems are not differentiated. The 
application of a decomposition approach reduces the complexity of solving the sub-
problem in flexible job shop scheduling. 

3.1. Solution approaches with application of mathematical programming models 

The mathematical models of the multiple objective FJSSPs, which are published in 
literature, are constructed in terms of multi-criteria mixed-integer linear or 
nonlinear mathematical programming. Very often they are extensions of previously 
published single objective models. Mathematical models are formulated also for 
problems, where additional specific constraints and assumptions are added to the 
classical formulation of multi-objective FJSSPs. 
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In [28] the multi-objective FJSSP is considered, and the aim is to find a 
compromise schedule, that minimizes the mean flow time, the mean job tardiness, 
and the mean machine idle time of the manufacturing system to be found 
simultaneously. The authors suggest a mathematical model, which could be applied 
separately for each one of the three objective functions. For this model the planning 
horizon T is defined in advance and the makespan of the schedule (Cmax) cannot be 
greater than T. To find a trade-off schedule, a multiple-decision-making technique – 
the global criterion method is proposed. For FJSSP test examples with a small size 
this method can find exact Pareto optimal solutions. For medium and large size test 
examples, the mathematical model size increases drastically and the application of 
the global criterion method is not acceptable.  

In [9] a mathematical model of FJSSP with non-fixed availability constraints 
and minimizing of three criteria: makespan of the jobs; maximal machine workload 
and total workload of the machines is formulated as a model of mixed integer 
nonlinear programming. This model is generated with the aim for clear presenting 
the parameters and the constraints of the considered scheduling problem and a 
hybrid algorithm combining a Genetic Algorithm (GA) and local search is 
suggested for finding efficient schedules. 

In [7] a multi-objective FJSSP with objectives to minimize the makespan and 
the total weighted tardiness is considered. The authors formulate a mixed-integer 
linear programming model for this multi-objective FJSSP which allows operations 
overlapping. This model is a further development of the singe objective model, 
proposed by [6]. This model consists of 12 groups of constraints and of a 
considerable number of integer and binary variables. In [8] a mathematical model of 
the problem of multi-objective dynamic scheduling in FJSSP is formulated. The 
efficiency and stability factors are considered in evaluating the solutions. These 
factors are measured by the objectives of minimization of the makespan, the starting 
time deviation and a penalty function of the total deviation. The model is a 
development of the model proposed in [6] in order to present an integrated 
representation of the dynamic scheduling in flexible job shop systems. But it is 
quite difficult to solve such models for medium and actual size problems with the 
help of traditional optimization approaches. 

In [25] the production process of the seamless steel tube is considered, in 
which because of the availability of several identical machines in parallel, there 
exists flexibility of the production scheduling. For this reason the job shop 
scheduling problem is considered as FJSSP. This production is characterized as 
multiple stages with several parallel machines at each stage. There are two tasks of 
scheduling: one is to determine which jobs are allocated to every machine 
(determine the flexible production route of jobs) and the other is to determine the 
sequence of jobs at each stage. For this problem a non-linear mixed integer 
programming model is developed, where the total idle time of machines and the 
waiting time of jobs should be minimized, and a modified genetic algorithm is 
proposed. 

In [21, 54] mathematical programming models for multiple objectives FJSSP 
(total or partial) are formulated. Three criteria should be minimized: the maximal 
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completion time of machines (makespan); the maximal machine workload; and the 
total workload of machines. These models can be solved by means of traditional 
techniques for multi-objective optimization – weighted sum, ε-constraints or goal 
programming. Most often a generalized objective function is formulated as a 
weighted combination of the three criteria, where the weights can be generated in 
different manners. Nevertheless, for problems of a larger size, hybrid heuristic 
algorithms are suggested to find out solutions, closely located to the Pareto optimal 
solutions. 

The mathematical model for the multi-objective FJSSP with Preventive 
Maintenance (PM) activities is defined in [24]. This model is similar to the model, 
suggested in [33] to which non-overlapping constraints were added between PM 
tasks and operations and the constraints ensure that the PM tasks have to be 
completed within their time windows. Again a heuristic algorithm is proposed to 
solve this model. It is a Discrete Artificial Bee Colony (DABC) algorithm. 

In [18] the multi-objective FJSSP with overlapping in operations is studied. 
Because the makespan is not a good evaluation criterion with overlapping in 
operations assumption, the authors used in addition the total machine work loading 
time and the critical machine work loading time as evaluation criteria. For this 
model a Mixed Integer Linear Programming (MILP) model is formulated. Using 
Lingo software, the MILP model is solved with the help of the branch and bound 
method for test examples with a small size.  

In [34] upon transforming the problem into an equivalent network problem, 
two mixed integer goal programming models are formulated to solve one 
generalization of the FJSSP. The generalization concerns the set-up times of the 
machines when they pass from one operation to another. The optimization criteria 
are executed in the following priority order: minimizing the makespan is the 
primary, balancing the workloads of the machines is the secondary goal. Both 
models have a relatively large number of variables and are suitable for small size 
problems. If the sequence dependent setup times are eliminated or replaced by the 
average times that are spent for visiting the job nodes, the size of the models can be 
reduced considerably.  

A model of FJSSP with a limited number of fixtures and with an objective 
function minimizing the weighted sum of the completion times and tardiness for all 
jobs is proposed in [39]. This is a time-indexed model, where the suitable choice of 
the value for parameter T is very important. This parameter determines the number 
of intervals, into which the planning horizon of the schedule is divided. For great Т 
the number of variables and constraints of the model increases considerably. The 
smaller values of Т lead to smaller computation times, but the quality of the 
schedule obtained gets worse. Thornblad et al. determine a suitable value of T using 
heuristics. There are presented results from solving this model for problems with a 
realistic size, using standard optimization software, in acceptable computation 
times. In [40] and in the papers attached to it [41-43] other variants of the time-
indexed model for FJSSP are presented taking into account additional constraints, 
including side constraints regarding the maintenance, fixtures and night shifts. For 
the first time objective weights are proposed as functions of the jobs’ due dates, 
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such that a delayed job is assigned a higher weight than a job that is less delayed. 
The presented computational results show that the proposed iterative procedure is 
an efficient approach to produce optimal, or near-optimal schedules for real data 
instances within a time frame which is acceptable in practice. 

D e m i r   and  I s l e y e n  [5] have made a review of the published 
mathematical models, designed for FJSSPs. They evaluate the mathematical models 
in respect of the decision variables used in them to represent the sequence of 
operations execution on the machines. Depending on these variables Demir and 
Isleyen are grouping the mathematical models in three groups: Sequence-position 
variable based model, Precedence variable based model and Time-indexed model, 
and they compare them with respect of the obtained values of the objective 
function, minimized makespan Cmax, CPU time, number of variables and 
constraints. The authors used test examples of a small and medium size, as well as 
conventional solvers for MIP models. Based on the results obtained, they 
recommended using precedence variable based models of the type, proposed in 
[33]. Among the totally 22 presented publications, bi- or multi-criteria models for 
FJSSPs are presented only in [8]. It is noted, that the mathematical programming 
formulation and the application of traditional techniques to find optimal solutions of 
FJSSP is an inefficient approach because of its NP-hard complexity, but this is a 
key-step to study the structure of such problems and to develop efficient heuristics 
for their optimization.  

Really, one of the basic reasons for the development of mathematical models 
for multi-objective FJSSP and their solution by means of exact methods is the 
possibility to obtain solutions for problems with small and medium size. These 
solutions can be used as a comparison basis for the development of heuristic 
methods. This is achievable by means of good integer programming models in 
combination with good solvers for their solving. The traditional approaches in the 
multiple objectives’ optimization that are used to solve them are the weighted sum, 
ε-constraint or goal criterion methods. 

3.2. Solution approaches with heuristics and meta-heuristics 

The second larger group of algorithms for solving multi-objective FJSSP developed 
recently is based on using heuristic and meta-heuristic approaches. These 
algorithms find one or a set of approximated Pareto optimal solutions for a 
reasonable computation time. Most of these algorithms are population based. The 
choice of suitable forms of solutions encoding is a crucial factor for its convergence 
and speed of the algorithms. The chosen form of encoding can ensure the work of 
the algorithm with feasible solutions only and the selecting of perspective solutions. 
Some of the meta-heuristic approaches using to solve multi-objective FJSSP are: 
genetic and evolutionary algorithms, particle swarm optimization and ant colony 
optimization algorithms. The heuristics local search, simulated annealing and tabu 
search are often applied in combination with population based algorithms in order 
to achieve faster approximation of Pareto optimal solutions. The hybrid approach 
often outperforms the algorithms operating alone.  



 10

Two types of approaches are applied when developing heuristic algorithms: 
hierarchical (decomposition) approach and integrated one respectively. When using 
hierarchical approaches, the routing and scheduling sub-problems are solved 
consecutively, while in integrated approaches, the routing and scheduling sub-
problems are not differentiated. The application of a hierarchical approach reduces 
the complexity of solving a sub-problem in flexible job shop scheduling. 

In [47] a hierarchical solution approach is proposed for solving multi-objective 
FJSSP. The objective is to minimize simultaneously the makespan, the total 
workload of machines, and the workload of the critical machine. The proposed 
approach makes use of the Particle Swarm Optimization (PSO) to assign operations 
to machines and the Simulated Annealing (SA) algorithm to schedule operations on 
each machine. Encoding is proposed for generating of the efficient solutions, where 
each particle’s position value represents the priority level for each operation. 
During the hybrid search process, PSO provides initial solutions for SA. Each 
particle’s fitness value is computed by SA algorithm. The fitness function is defined 
as a weighted sum of three criteria. PSO uses the solutions evaluated by SA to 
continue the evolution. By means of computational experiments it is demonstrated, 
that although this hybrid algorithm does not guarantee the optimality, it provides 
solutions with good quality in a reasonable time limit. 

In [9] a hybrid Genetic Algorithm (hGA) for solving the multi-objective 
FJSSP is proposed. Three objectives are considered: makespan, maximal machine 
workload and total workload of the machines. Two vectors are used for 
chromosome encoding like in Gen and Cheng’s method [13]. Namely, these are 
machine assignment vector for operations and operation sequence vector. This way 
of encoding ensures always a feasible sequence of operations and satisfaction of the 
technological restrictions. Note that here the times for machine prevention are not 
included. Thus the number of decision variables is reduced and consequently, the 
efficiency of GAs will be improved. The fitness function is formed based on a 
weighted sum of the three objectives with more preference to the makespan. Two 
kinds of efficient neighbourhood which only contains solutions that have 
possibilities to improve the initial solution are defined on the concept of a critical 
path. A local search procedure that works over the two kinds of neighbourhood is 
then hybridized with the genetic algorithm in order to enhance the search ability. 
The authors show on the basis of the experimental research the efficiency of their 
hGA with and without non-fixed availability constraints. In [10] a hGA is used 
again to solve multi-objective FJSSP’s. In order to strengthen the search ability, the 
bottleneck shifting serves as a kind of a local search method under the framework 
of GA. The number of critical paths serves as an additional intermediate objective 
besides the three original criteria in order to guide the local search to the most 
promising areas. According to the authors, the balance between the genetic search 
and local search expressed as a balance between the depth search and broadness 
search within the bottleneck shifting is of great importance for improving the 
performance and efficiency of the hybrid genetic algorithm. Similar hybrid genetic 
approach is presented also in [14]. 
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In [56] a heuristic algorithm, called multistage-based GA to solve total and 
partial FJSSP is presented. The considered objectives are the makespan, the total 
workloads of the machines and the maximum workloads of machines. The 
efficiency of every GA depends on the complexity of chromosome representation. 
Therefore, the authors suggest a multistage operation-based approach, denoting 
each operation as one stage, and each machine as one state. The multi-objective 
optimization GA (moGA) includes K stages (the total number of operations for all 
the jobs), and m states (the total number of machines). The efficiency of the 
suggested moGA is shown on the base of numerical experiments with practical 
data.  

In [54] a hybrid Particle Swarm Optimization (hPSO) algorithm is presented. 
It combines evolutionary computation technique and tabu search strategy for local 
improvement. As a fitness function a weighted sum of three objectives is used: the 
makespan; the maximal machine workload; the total workload of machines. In this 
paper the A-string (machines) and B-string (operations) encoding is used to avoid 
the use of a repair mechanism. The elements of the strings, respectively, describe a 
concrete allocation of operations to each machine and sequence of operations on 
each machine. The authors apply their algorithm to solve problems ranging from a 
small scale to a large scale. The algorithm efficiency is shown in finding better 
schedules in a reasonable time.  

In [55] an efficient GA is proposed. It is designed for solving FJSSP according 
to minimization of a makespan and balancing of the workload of the machines. The 
authors developed Global Selection (GS) and Local Selection (LS) methods for 
generating high-quality initial population. Also the quality and speed for finding 
near optimal solutions are improved. A new efficient encoding scheme of the 
individuals which takes into account all constraints of FJSSP is used. The 
chromosome representation has two components: Machine Selection and Operation 
Sequence (called MS and OS), and it requires no repair mechanism. A new 
selection and mutation operators are suggested in accordance with this encoding.  

In [28] a hybrid heuristic algorithm for solving multi-objective FJSSPs with a 
medium and large size is proposed. A schedule generator, called ESCH (L o w  and 
W u [27]) for finding an initial solution is used. The procedures are applied in a 
consecutive way. The first, called a Sequence-Improving Procedure (SIP), is used to 
determine a better performance schedule from a certain routing plan; the other, 
called a Routing-Exchange Procedure (REP), is designed to select a favorable one 
from a large candidate pool. Meta-heuristic procedures like Simulated Annealing 
(SA) and Tabu Search (TS) are applied for local improvement. A Performance 
evaluation index is defined for evaluation of the best neighborhood. It considers the 
distance to the best values for each objective (mean flow time, mean job tardiness, 
and mean machine idle time) simultaneously. The experimental results for four 
combinations of meta-heuristics SA and TS and procedures SIP and REP are 
presented. It is shown that the combination SA/TS hybrid heuristic is more suitable 
than the other three in terms of both accuracy and efficiency in solving medium and 
large size problems. 
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T a y  and H o [38] solve multi-objective FJSSP by simultaneously 
minimization of the makespan, the mean tardiness, and the mean flow time by 
means of Composite Dispatching Rules (CDRs). They suggest a genetic 
programming framework for generation of CDRs. The experimental results show 
that the generated CDRs outperform the single dispatching rules and the composite 
dispatching rules selected from literature over large sets of FJSSPs. 

In [25] a Modified GA (MGA) for solving multi-objective FJSSP is proposed 
with application to the production of the seamless steel tube presentation. This 
MGA is developed on the basis of the formulated non-linear Mixed Integer 
Programming (MIP) model with consideration of maintenance planning, 
intermediate inventory, and parallel work machines. They apply appropriate 
encoding of chromosomes and genetic operators in order to obtain near optimal 
solution. 

In [26] a Multi Particle Swarm Optimization (MPSO) approach is presented. 
The considered objectives are: (minimize) the sum of the completion times 
(flowtime) and the maximum completion time (makespan). The authors suggest 
encoding the representations of schedules by considering the particle’s position. In 
their PSO algorithm, the position representation of particles has two components: 
the operation order and machine selection, and it is encoded using a variable length 
strategy. The different individual is separated into a different group to map the 
operation order and machine selection respectively, which is favorable and 
reasonable. To match the two component characteristics, the authors introduce a 
multi-swarm search algorithm. The results from the corresponding computational 
experiments indicate that the proposed algorithm is an efficient approach for the 
multi-objective FJSSP, especially for large scale problems. 

X i n g,  C h e n,  Y a n g  [48] propose an efficient search method for multi-
objective FJSSP with three objectives: the makespan, the total workload of the 
machines and the critical machine workload. They construct a knowledge-based 
heuristic algorithm by integrating some empirical knowledge into a heuristic 
searching algorithm. The method is compared with eight other algorithms. The 
computational results demonstrate that this approach outperforms most of the eight 
cited algorithms in finding better optimal (near optimal) values for a number of 15 
benchmark instances when using different weighting coefficients for the three 
objectives. In another paper, [49] a simulation model framework for obtaining an 
optimal or near-optimal production scheduling for a class of manufacturing 
problems is proposed. The framework consists of 6 subsystems: Input subsystem, 
Operation assignment subsystem, Operation sequencing subsystem, Objective 
evaluation subsystem, Control subsystem and Output subsystem. The operation 
assignment subsystem generates a feasible assignment of operations to each 
machine and optimizes it considering the total workload of machines and the 
critical machine workload. An Operation Assignment Machine Knowledge 
(OAMK) is used to improve the simulation model in this subsystem. By the OAMK 
accumulative knowledge, a given operation could be assigned to a more appropriate 
machine. In Operation sequencing subsystem the random method is applied to 
arrange each operation on every machine. In order to improve the sequencing 
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performance, the authors apply Ant Colony Optimization algorithm (ACO) to 
provide an appropriate initial schedule for the next local search algorithm. The 
objective evaluation subsystem transforms the sequencing of operations on 
machines into a schedule. They evaluate the schedule thus achieved by the weighted 
sum of three objective functions. The main function of the control subsystem is the 
computational flow control and feasibility validation of the current solutions. The 
function of the output subsystem is to output some essential optimization results to 
users and the Gantt chart of the optimal schedule. This simulation model framework 
could be used by other researchers to improve the available algorithms or to add 
new ones.  

In [32] a new method based on multi-objective PSO for solving FJSSP with 
three objectives, minimizing makespan, total machine workload and the biggest 
machine workload is proposed. The method of the weighted sum with randomly 
generated weighting coefficients is used for scalarization. A particle is presented in 
the form of a binary group. Elite reserved strategy and dynamic neighborhood 
operators are used. The efficiency of the method is proven by computational 
experiments. 

In [8] the problem for multi-criteria FJSSP with objectives: minimization of 
the makespan, starting time deviation and a penalty function of the total deviation is 
solved by means of a genetic algorithm. Two-vector representation, as well as a 
hybrid strategy combining transfer of a special number of the best chromosomes 
and a n-Size tournament selection method to choose chromosomes for reproduction 
are used. The algorithm proposed achieves the optimal solutions for small size 
problems and near optimal solutions for medium size problems. For large size 
problems the convergence of the algorithm decreases.  

In [18] a decomposition approach for solving real multi-objective FJSSP with 
overlapping in operations problem is used in order to reduce the complexity of the 
problem solving. At the first stage, the assignment algorithm is applied. Its output is 
the initial solution of the scheduling algorithm. The assignment and scheduling 
algorithm was based on a metaheuristic SA algorithm. The generated solutions are 
according to the total objective function providing three different objectives with 
different weights.  

M o t a g h e d i-I a r i j a n i, S a b r i-I a g h a i e, H e y d a r i [30] proposed a 
multi-objective genetic algorithm to solve FJSSP. They consider the same three 
contradictory criteria: the makespan, the total workload of the machines and the 
maximal workload of the machines. The compromise programming is used as a 
multiple objective approach and a global criterion on the basis of the three distinct 
criteria is built. This global objective is applied for evaluation of the chromosomes 
in the population. Two vector representations A-string and B-string are used for 
chromosome encoding as in [54]. A-string represents the machines assigned to 
operations and B-string defines the sequence of operations. The hill climbing 
approach is used to improve the derived solutions of the GA. The test experiments 
have shown that the proposed hybrid algorithm performs better than the other 
algorithms cited by the authors. 
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A hybrid algorithm is proposed in [1]. It generates an approximation to Pareto 
optimal solutions in reasonable time with three objective functions: minimization 
for the makespan, maximum workload and total workload of machines. The authors 
used an efficient combination of random solutions with the results from Tabu 
Search (TS), Simulated Annealing (SA) and hybrid TSA algorithms to generate the 
initial population for genetic algorithm. The elitist property of GA and the optimal 
combination of three basic genetic operators contribute for obtaining better 
solutions in comparison to other heuristic algorithms.  

In [16] hybridization of an improved GA with SA algorithm is applied to 
FJSSP having two objectives: minimization of the makespan and total workload of 
all machines. The improved GA is used to assign each operation on a machine and 
SA algorithm is used to calculate the individual value of fitness. A matrix encoding 
of chromosomes is applied. The results of experiments demonstrate that this hybrid 
algorithm can provide solutions with good quality on a different scale and its 
convergence is faster. 

Paper [29] presents an approach based on a hybridization of the particle swarm 
and Local Search algorithm (MOPSO+LS) to solve the multi-objective FJSSP with 
different release times. In this algorithm an integrated approach is used. Each 
particle consists of two parts: the part defining the routing policy of the problem 
(machine assignment to operations) and the part indicating the sequence of the 
operations on each machine (operations priority). In the proposed MOPSO an 
elitism strategy is applied and a “domination-free” archive is supported. The local 
search algorithm is applied to each particle in order to reassign machines to 
operations from the critical path in the solution obtained from the scheduling 
procedure. For the experimental investigations test examples having three criteria 
are used: makespan, total workload and max workload. The conclusion is that PSO 
represents an optimization approach with a great potential for finding suitable 
solutions of FJSSPs with medium and large dimension in a reasonable 
computational time. 

The authors of [50] have developed a Hybrid Multi-Objective Evolutionary 
Approach (H-MOEA) to solve the FJSSP with minimization of three objectives: 
makespan, total workload and maximal workload. A modified crowding distance 
measure is introduced to maintain the diversity of individuals and a local search 
based on critical path theory is incorporated to guarantee the convergence to Pareto 
optimal solutions. Two-vector representation of the chromosomes as in [11] and 
permutation representation of the operation sequence are used. When compared to 
other recently published approaches, using several well-known benchmark 
instances, the proposed algorithm obtains near Pareto optimal solutions with better 
quality and/or diversity.  

In [2] a multi-objective memetic algorithm to solve the FJSSP with three 
criteria is proposed. The criteria are correspondingly: minimization of the 
makespan, maximum machine workload, and total machine workload. They 
combine a genetic algorithm with a local search technique and apply dominance-
based and aggregation-based fitness assignment approaches respectively. A 
chromosome encoding is applied, where each gene is a 3-tuple (j, i, k), in which j, i, 
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and k represent the indices of the job, operation, and machine, respectively. Using 
testing with classic problem instances, the efficiency of this algorithm regarding the 
number and the quality of the obtained solutions is proven.   

The authors of [3] again consider the multi-objective FJSSP with the criteria: 
the makespan, the total workload of the machines and the maximum workload of 
the machines. The authors proposed a Multi-Objective Evolutionary Algorithm 
(MOEA), which uses efficient genetic operators for diversification of the population 
and Pareto dominance relation to compare and evaluate the solutions. The 3-tuple 
encoding scheme is applied. The basic feature of the presented algorithm is its 
simplicity. This algorithm requires only two parameters, which have to be tuned. 
The efficiency of MOEA is proven on the basis of fifteen benchmark test examples, 
and the proposed algorithm has found 70% or more of the non-dominated solutions 
for each of these examples.  

The Memetic Algorithm (MA) is also proposed in [52, 53] for the multi-
objective FJSSP with the objectives to minimize the makespan, total workload and 
critical workload. The authors adapt the Non-Dominated Sorting Genetic Algorithm 
II (NSGA-II) [4] for the multi-objective FJSSP by using a well-designed 
chromosome encoding/decoding scheme and genetic operators. In the local search 
algorithm, attached to the modified NSGA-II, a hierarchical strategy is applied. 
This strategy handles the three objectives. It mainly considers minimization of the 
makespan, while the other two objectives are regarded in the choice and evaluation 
of all the possible actions that could generate the acceptable neighbour. A two-
vector encoding scheme is applied, using a machine assignment vector and an 
operation sequence vector, corresponding to the two subproblems in the FJSSP. 
Besides, experimental results on benchmark problems are presented, which are 
compared to the results of other algorithms specially proposed for the multi-
objective FJSSP.  

In [37] an efficient hybrid algorithm is proposed to find out Pareto optimal 
solutions of FJSSP having three objectives, which should be minimized 
simultaneously: the makespan, the maximal machine workload, and the total 
workload. The variant of PSO for discrete problems is used for global search and 
SA for local search respectively. To evaluate the fitness of the particles, a Pareto 
ranking and crowding distance method are applied. The experimental research 
proves the advantages of the proposed algorithm in terms of the number and quality 
of the non-dominated solutions compared to other algorithms in the references. 

In [36] the Novel Hybrid Meta-Heuristic Algorithm (NHGASA) is introduced 
to solve multiple objective FJSSP. Three objective functions in this paper are 
minimized: the makespan, the workload of the most loaded machine and the total 
workload of all machines. The NHGASA is a combination of the Multi-Objective 
Genetic Algorithm (MOGA) and simulated annealing. The first initial population is 
generated by GA, and then the exact number of individuals in each population is 
improved by SA. Pareto optimal solution approach is used in the multi-objective 
genetic algorithm and the solutions are evaluated by three objectives during all the 
steps. In this algorithm the A-string and B-string encoding [54] is applied to each 
solution. The experimental results prove that the NHGASA algorithm overcomes 
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the other approaches, solving the same benchmarks in a shorter computational time 
and with higher quality. 

In the study in [21] a Hybrid Tabu Search Algorithm (HTSA) for multi-
objective FJSSP is proposed. The performance criteria considered are the 
makespan, the total workload of machines and the workload of the critical machine. 
In the proposed HTSA a TS algorithm is used to produce the neighboring solutions 
in the machine assignment module and a Variable Neighborhood Search (VNS) 
algorithm to perform the local search in the operation scheduling component. New 
neighborhood search rules in both modules are applied. In addition, an efficient left-
shift function is designed to decode a solution to an active schedule. In [22] a 
Hybrid Pareto-based Artificial Bee Colony (HABC) algorithm is proposed for 
solving the multi-objective FJSSP. In the artificial bee colony algorithm each food 
source is represented by two vectors − the machine assignment vector and the 
operation scheduling vector. The artificial bee is divided into three groups: 
employed bees, onlookers, and scouts bees. An external Pareto archive set is 
introduced to record the non-dominated solutions found so far. NSGA II [4] is 
introduced to divide the archived solutions into several levels according to their 
dominated solutions number. The experimental results on the benchmark instances 
and comparisons with other recently published algorithms show the efficiency and 
effectiveness of the proposed algorithm.  

A hybrid discrete Shuffled Frog-Leaping Algorithm (SFLA) is developed for 
solving the FJSSP with minimizing three objectives in [23]. Several approaches are 
presented to construct the initial population with a high level of quality. Then each 
frog in the population is assigned to a corresponding memeplex according to the 
number of individuals who dominate it and then the number of frogs who are 
dominated by it. In the evolution process two well-designed crossover operators are 
introduced to share information among the best frogs and the worst frog. To 
memorize the non-dominated solutions found so far and increase the population 
diversity, they presented an external Pareto archive set. Several neighborhood 
structures were designed in the algorithm to direct the local search to more 
promising search space. In the hybrid algorithm, the balance of the capability of 
exploration and exploitation was considered. There are presented experimental 
results from the comparison of the proposed HSFLA with other recently published 
algorithms for solving the FJSSPs.  

The main features of the proposed in [24] novel Discrete Artificial Bee Colony 
(DABC) algorithm for  multi-objective FJSSPs are as follows: an efficient 
initialization scheme is introduced to construct the initial population with a certain 
level of quality and diversity; several problem-related neighborhood structures are 
designed; a self-adaptive strategy is adopted to provide opportunities to learn the 
producing neighboring solutions in different promising regions, whereas an external 
Pareto archive set is designed to record the non-dominated solutions found so far; a 
TS-based local search heuristic is applied to enhance the exploitation performance; 
a novel decoding method is also presented to tackle maintenance activities in the 
schedules generated. The proposed DABC algorithm is tested on a set of well-
known benchmark instances found in literature. 
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In [57] a simple and easily extendable heuristic algorithm, based on a 
constructive procedure is presented to solve the FJSSP with typically used 
objectives (makespan, total workload of the machines, maximal machine workload) 
and Preventive Maintenance (PM) constraints. The PM periods are planned periods 
of unavailability of the machines, and the scheduler has to schedule them along 
with the jobs to be processed. This assumption brings the solving problem closer to 
the real manufacturing situations. The main purpose of this algorithm is to produce 
reasonable and applicable schedules very quickly. The approach proposed uses an 
accurate, relatively comprehensive and flexible criterion for scheduling job 
operations and PM operations and constructing a feasible high-quality solution. In 
this criterion, several factors affecting the quality of solutions are used and to each 
of these factors, a variable weight is assigned. By setting different values to these 
variable weights, different solutions are generated and evaluated. This heuristic 
method can be used to improve the quality of the initial feasible solution of the 
metaheuristics applied to solve the FJSSP, since the choice of a good initial solution 
is an important aspect of the performance of algorithms in terms of the computing 
time and solution quality.  

In [35] an integrated heuristic approach is proposed to solve the multi-
objective FJSSPs with simultaneous optimization of three objectives, including 
minimization of the makespan, total workload and maximum workload of 
machines. A meta-heuristic algorithm NSGA II (D e b  et al. [4]) and two heuristic 
local search algorithms, based on the critical path method, are combined. The 
authors developed a floating search procedure applying local heuristic algorithms. 
Thus the solution of the problem is done in two sections, including assigning and 
sequencing sub-problems. First of all, search is done upon the assignment space 
achieving an acceptable solution and then the search will continue on the 
sequencing space. Pareto optimal solutions are found by means of an adapted 
version of the multi-objective algorithm NSGA II. Through a comparison study it is 
shown, that the algorithm proposed has been capable of producing better solutions. 

In [51], in order to solve the same multi-objective FJSSP, a Quantum Immune 
Algorithm (QIA), based on the quantum and immune principles, is proposed. The 
authors use the weighted sum of three objectives to scalarize the multi-objective 
problem and a two parts encoding scheme with A-string and B-string. The quantum 
concept is used in initial random population. In the process of solving, the antibody 
is proliferated and divided into a set of subpopulation groups. The antibodies in a 
subpopulation group are represented by multistage gene quantum bits. In the 
antibody’s updating, the general quantum rotation gate strategy and the dynamic 
adjusting angle mechanism are applied to accelerate the convergence. The QIA is 
efficient in solving MFJSSP and can be applied in other hybrid algorithms in the 
future. 

A new population based metaheuristic solving multi-objective FJSSP with 
simultaneous minimization of three objectives (the makespan, the workload of the 
critical machine and the total workload of all machines) and with limited resource 
constraints, is presented in [17]. The authors have proposed a hybrid algorithm 
combining the Discrete Firefly Algorithm (DFA) and the local search approach. 
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The standard firefly algorithm is a population based technique for solving 
continuous NP-hard problems. Therefore, in DFA the machine assignment and 
operation sequence are processed by constructing a suitable conversion of the 
continuous functions as attractiveness, distance and movement, into new discrete 
functions. Benchmark problems are used to evaluate the performance of the 
algorithm proposed. 

From the last research publications, presenting metaheuristic approaches for 
solving multi-objective FJSSPs, several tendencies are outlined:  

• hierarchical (decomposition) approach is more often applied with the aim to 
decrease the computational complexity of the implemented algorithm;  

• combination of different heuristics are applied with the purpose to find 
better initial solutions and avoid the local optima;  

• application of new, non-traditional metaheuristics; 
• an attempt to simplify the algorithmic schemes with the aim of easy 

adapting when the assumptions and the constraints of the problem are changed.  

5. Conclusion 

By means of the multi-objective FJSSP’s models various real-life problems can be 
presented. For this reason the interest of researchers from different areas of applied 
mathematics in the development of efficient algorithms to find out good Pareto 
optimal solutions in a reasonable computation time is great. From the recent 
publications it can be seen, that there are two main research directions:  
i) development of efficient mathematical models and suggestion of algorithmic 
approaches for their solving, and ii) direct use of different heuristic and 
metaheuristic approaches to find out near Pareto optimal solution in a reasonable 
time. Obviously, for large scaled multi-objective FJSSPs the second approach is the 
only suitable one. Here two fields arise for future research and developments. The 
first one is connected with the search of a good balance between the hierarchical 
and the integrated approaches. The hierarchical approach reduces the complexity of 
the algorithm by making the search space smaller. Therefore, some good solutions 
could be omitted because this job shop problem has been solved for a specific 
operations assignment found at the assignment step. However, changing the 
assignment may provide a better solution. The integrated approach considers both 
subproblems together and searches in two spaces. This pattern of searching tends to 
increase the variability in the search space. Thus, it is essential to design an 
approach for possible decreasing complexity of the problem by performing a 
complete search in the search space.  

Another research field is connected with evaluation of the advantages of the 
developed metaheuristic algorithms. The computational results and comparisons 
with before published algorithms on public benchmark test instances are presented 
in every publication of a new metaheuristic algorithm. Typically, the new 
algorithms are presented by a set of very well calibrated parameter values, while 
other metaheuristic approaches included in the study for comparison are employed 
using a standard parameter setting. One way of measuring the quality of a 
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metaheuristic approach [40] is to compute the average objective values found over a 
number of N independent runs together with the ”best of N runs”. In this way a 
measure of “how repetitive the proposed algorithm is” could be given, and the 
comparison between the metaheuristic algorithms being proposed to become more 
objective is made.  

The development of fast and efficient algorithms solving multi-objective job 
shop scheduling problems remains a challenge for the researchers from different 
areas of applied mathematics. 
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