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#### Abstract

Chebyshev polynomials are traditionally applied to the approximation theory where are used in polynomial interpolation and also in the study of differential equations, in particular in some special cases of Sturm-Liouville differential equation. Many of the operational techniques presented, by using suitable integral transforms, via a symbolic approach to the Laplace transform, allow us to introduce polynomials recognized belonging to the families of Chebyshev of multi-dimensional type. The non-standard approach come out from the theory of multi-index Hermite polynomials, in particular by using the concepts and the related formalism of translation operators.
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## 1. Introduction

In order to better present the properties and the related operational relations that we will discuss for Hermite and Chebyshev polynomials, it is appropriate to highlight some important operational techniques that involve exponential operators [1].

We start to consider a real function $f(x)$, which is analytic in a neighborhood of the origin (it is easy to generalize to the complex case), so that can be expanded in Taylor series, in particular we can write:

$$
\begin{equation*}
f(x+\lambda)=\sum_{n=0}^{+\infty} \frac{\lambda^{n}}{n!} f^{(n)}(x) \tag{1}
\end{equation*}
$$

where $\lambda$ is a continuous parameter.
The so called shift or translation operator $e^{\lambda \frac{d}{d x}}$, acts on the function $f(x)$ by producing a shift of the variable $x$ by the parameter $\lambda$ :

$$
\begin{equation*}
e^{\lambda \frac{d}{d x}} f(x)=\sum_{n=0}^{+\infty} \frac{\lambda^{n}}{n!} \frac{d^{n}}{d x^{n}} f(x)=\sum_{n=0}^{+\infty} \frac{\lambda^{n}}{n!} f^{(n)}(x) \tag{2}
\end{equation*}
$$

and then from (1), gives:

$$
\begin{equation*}
e^{\lambda \frac{d}{d x}} f(x)=f(x+\lambda) \tag{3}
\end{equation*}
$$

The concepts and the related formalism of exponential operators help us to derive many relevant relations involving analytic functions. In fact, it is easy to prove the following identities:

$$
\begin{equation*}
e^{\lambda x \frac{d}{d x}} f(x)=f\left(e^{\lambda} x\right) \tag{4}
\end{equation*}
$$
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where $\lambda$ is a continuous parameter,

$$
\begin{equation*}
e^{\lambda x^{2} \frac{d}{d x}} f(x)=f\left(\frac{x}{1-\lambda x}\right) \tag{5}
\end{equation*}
$$

where $\lambda$ is a continuous parameter and $|x|<\frac{1}{|\lambda|}$,

$$
\begin{equation*}
e^{\lambda x^{n} \frac{d}{d x}} f(x)=f\left(\frac{x}{n-1 \sqrt{1-(n-1) \lambda x^{n-1}}}\right) \tag{6}
\end{equation*}
$$

where $|x|<\left(n^{n-1} \sqrt{\frac{1}{(n-1)|\lambda|}}\right)$ and $\lambda$ continuous parameter. To generalize the action of the shift operator we look at the operator of the form:

$$
\begin{equation*}
e^{\lambda q(x) \frac{d}{d x}} \tag{7}
\end{equation*}
$$

where $\lambda$ is a continuous parameter and the function $q(x)$ must satisfy some properties; in particular it is possible to prove the following relation:

$$
\begin{equation*}
e^{\lambda q(x) \frac{d}{d x}} f(x)=f\left(\varphi\left(\varphi^{-1}(x)+\lambda\right)\right) \tag{8}
\end{equation*}
$$

where $\varphi(\theta)$ is a real function, which is invertible in a neighborhood of the origin and satisfies the identity:

$$
\begin{equation*}
\varphi^{\prime}(\theta)=q(\varphi(\theta)) \tag{9}
\end{equation*}
$$

This result can be used to define a more complicated shift operator; under the same hypothesis, we can, in fact introduce the following operator:

$$
\begin{equation*}
E(x ; \lambda):=e^{\lambda\left(v(x)+q(x) \frac{d}{d x}\right)} \tag{10}
\end{equation*}
$$

such that:

$$
\begin{equation*}
e^{\lambda\left(v(x)+q(x) \frac{d}{d x}\right)} x=x(\lambda) g(\lambda) \tag{11}
\end{equation*}
$$

where the function $x(\lambda)$ and $g(\lambda)$ must satisfy the following system of first order differential equations:

$$
\left\{\begin{array}{cc}
\frac{d}{d \lambda} x(\lambda)=q(x(\lambda)), & x(0)=x_{0}  \tag{12}\\
\frac{d}{d \lambda} g(\lambda)=v(x(\lambda)) g(\lambda), & g(0)=1
\end{array}\right.
$$

Moreover, the identity (11) can be generalized to obtain the formula:

$$
\begin{equation*}
e^{\lambda\left(v(x)+q(x) \frac{d}{d x}\right)} x^{n}=(x(\lambda))^{n} g(\lambda) \tag{13}
\end{equation*}
$$

and then, we can state the general statement:

$$
\begin{equation*}
e^{\lambda\left(v(x)+q(x) \frac{d}{d x}\right)} f(x)=f(x(\lambda)) g(\lambda) \tag{14}
\end{equation*}
$$

with $f(x)$ analytic real function. An important aspect related to exponetial operators is represented by the disentangling rules [2], [3]. We start to note that in general, the exponential of two operators $\widehat{A}$ and $\widehat{B}$ does not satisfy the identity:

$$
e^{\widehat{A}+\widehat{B}}=e^{\widehat{A}} e^{\widehat{B}}
$$

as to the scalar case. There are many results which allow to calculate the compensation between the first and second member of the above relation, by using for instance the value of the commutator of the operators:

$$
[\widehat{A}, \widehat{B}]=\widehat{A} \widehat{B}-\widehat{B} \widehat{A}
$$

we can have, for a real parameter $\lambda$ and an analytic function $f(x)$, the relation

$$
\begin{equation*}
e^{\lambda\left(x+\frac{d}{d x}\right)}=e^{\frac{\lambda^{2}}{2}} e^{\lambda x} e^{\lambda \frac{d}{d x}} \tag{15}
\end{equation*}
$$

It is easy to note that the above result can be generalized given the fundamental statement, noted as Weyl identity: for $\widehat{A}$ and $\widehat{B}$ two generic operators such that:

$$
\begin{gathered}
{[\widehat{A}, \widehat{B}]=k} \\
{[k, \widehat{A}]=[k, \widehat{B}]=0}
\end{gathered}
$$

where $k$ is the commutator, usually a real number, we have:

$$
\begin{equation*}
e^{\widehat{A}+\widehat{B}}=e^{-\frac{k}{2}} e^{\widehat{A}} e^{\widehat{B}} \tag{16}
\end{equation*}
$$

A further important relation is the so-called Hausdorff identity:

$$
\begin{equation*}
e^{\lambda \widehat{A}} \widehat{B} e^{-\lambda \widehat{A}}=\widehat{B}+\lambda[\widehat{A}, \widehat{B}]+\frac{\lambda^{2}}{2!}[\widehat{A},[\widehat{A}, \widehat{B}]]+\frac{\lambda^{3}}{3!}[\widehat{A},[\widehat{A},[\widehat{A}, \widehat{B}]]]+\ldots \tag{17}
\end{equation*}
$$

where $\widehat{A}$ and $\widehat{B}$ are two generic operators independent to the parameter $\lambda$.
The Hausdorff identity can be used in many applications, we can note for example, that $\forall m \in \mathbb{N}$ the following identity holds:

$$
\begin{equation*}
e^{\lambda \frac{d^{m}}{d x^{m}}}(1)=\sum_{k=0}^{+\infty} \frac{\lambda^{k}}{k!} \frac{d^{k m}}{d x^{k m}}(1)=1 \tag{18}
\end{equation*}
$$

and in particular for $m=2$, we have:

$$
\begin{equation*}
e^{\lambda \frac{d^{2}}{d x^{2}}} x=\left(e^{\lambda \frac{d^{2}}{d x^{2}}} x e^{-\lambda \frac{d^{2}}{d x^{2}}}\right) e^{\lambda \frac{d^{2}}{d x^{2}}}(1)=e^{\lambda \frac{d^{2}}{d x^{2}}} x e^{-\lambda \frac{d^{2}}{d x^{2}}}(1) \tag{19}
\end{equation*}
$$

Moreover it is easy to obtain the following relevant relations:

$$
\begin{gather*}
e^{\lambda \frac{d^{2}}{d x^{2}}} x=\left(x+2 \lambda \frac{d}{d x}\right)(1)=x  \tag{20}\\
e^{\lambda \frac{d^{2}}{d x^{2}} x^{k}}=\left(x+2 \lambda \frac{d}{d x}\right)^{k}(1)=x^{k} \tag{21}
\end{gather*}
$$

and finally, the Hausdorff identity can be used also for an analytic function $f(x)$, obtained:

$$
\begin{equation*}
e^{\lambda \frac{d^{2}}{d x^{2}}} f(x)=f\left(x+2 \lambda \frac{d}{d x}\right) \tag{22}
\end{equation*}
$$

and by choosing $f(x)=e^{x}$ (using the Weyl identity):

$$
\begin{equation*}
e^{\lambda \frac{d^{2}}{d x}} e^{x}=e^{x+2 \lambda \frac{d}{d x}}(1)=e^{\lambda} e^{x} e^{2 \lambda \frac{d}{d x}}(1)=e^{\lambda+x} \tag{23}
\end{equation*}
$$

since:

$$
\left[x, 2 \lambda \frac{d}{d x}\right]=-2 \lambda
$$

We can also note that the relation (21) can be deduced from the general definition:

$$
\begin{equation*}
e^{\lambda \frac{d^{m}}{d x^{m}}} e^{x}=\sum_{k=0}^{+\infty} \frac{\lambda^{k}}{k!} \frac{d^{k m}}{d x^{k m}} e^{x}=\sum_{k=0}^{+\infty} \frac{\lambda^{k}}{k!} e^{x}=e^{\lambda+x} \tag{24}
\end{equation*}
$$

which holds $\forall m \in \mathbb{N}$.
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## 2. Generalized Hermite polynomials and relevant relations

To introduce the generalized two-variable Hermite polynomials of the Gould-Hopper type [4], [5], we can use the formalism and the techniques of the exponential operators discussed in the previous section. By noting that:

$$
\begin{equation*}
e^{y D} f(x)=f(x+y)=\sum_{n=0}^{+\infty} \frac{y^{n}}{n!} f^{(n)}(x) \tag{25}
\end{equation*}
$$

it is possible to generalize the procedure by considering the second derivative, obtaining:

$$
\begin{equation*}
e^{y D^{2}} f(x)=\sum_{n=0}^{+\infty} \frac{y^{n}}{n!} f^{(2 n)}(x) \tag{26}
\end{equation*}
$$

and by noting that:

$$
\begin{equation*}
D^{2 n} x^{m}=\frac{m!}{(m-2 n)!} x^{m-2 n} \tag{27}
\end{equation*}
$$

we have:

$$
\begin{equation*}
e^{y D^{2}} x^{m}=\sum_{n=0}^{\left[\frac{m}{2}\right]} \frac{y^{n}}{n!} \frac{m!}{(m-2 n)!} x^{m-2 n} \tag{28}
\end{equation*}
$$

The above identity shows the general action of the exponential operators, so that we introduce the generalized two-variable Hermite polynomials of Kampé de Fériet form [4], [6]:

$$
\begin{equation*}
H_{n}(x, y)=\sum_{s=0}^{\left[\frac{n}{2}\right]} \frac{n!}{s!(n-2 s)!} y^{n} x^{m-2 n} \tag{29}
\end{equation*}
$$

It is important to note that, assuming $f(x)=\sum_{n=0}^{+\infty} a_{n} x^{n}$, we can obtain from (26), the identity:

$$
\begin{equation*}
e^{y D^{2}} f(x)=\sum_{n=0}^{+\infty} a_{n} H_{n}(x, y) \tag{30}
\end{equation*}
$$

and it is also easy to observe, that an elementary form of this kind of Hermite polynomials can be obtained:

$$
\begin{equation*}
H_{n}^{(1)}(x, y)=(x+y)^{n} \tag{31}
\end{equation*}
$$

which can also be recast in the form:

$$
\begin{equation*}
e^{y D} f(x)=\sum_{n=0}^{+\infty} a_{n} H_{n}^{(1)}(x, y) \tag{32}
\end{equation*}
$$

We note that the two-variable Hermite polynomials $H_{n}(x, y)$ are linked to the ordinary Hermite polynomials by the following relation:

$$
\begin{equation*}
H_{n}\left(x,-\frac{1}{2}\right)=H e_{n}(x) \tag{33}
\end{equation*}
$$

where:

$$
\begin{equation*}
H e_{n}(x)=n!\sum_{r=0}^{\left[\frac{n}{2}\right]} \frac{(-1)^{r} x^{n-2 r}}{r!(n-2 r)!2^{r}} \tag{34}
\end{equation*}
$$

It is also important to note that the Hermite polynomials $H_{n}(x, y)$ satisfy the relation:

$$
\begin{equation*}
H_{n}(x, 0)=x^{n} \tag{35}
\end{equation*}
$$

The relevant results satisfied from Hermite polynomials useful for our purposes are essentially related to differential relations involving the different families of Hermite polynomials that we are treating. We start to prove that the polynomials $H_{n}(x, y)$ solve the following partial differential equation [7]:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}} H_{n}(x, y)=\frac{\partial}{\partial y} H_{n}(x, y) \tag{36}
\end{equation*}
$$

In fact, by deriving separately with respect to $x$ and to $y$, in (29), we obtain:

$$
\begin{align*}
\frac{\partial}{\partial x} H_{n}(x, y) & =n H_{n-1}(x, y)  \tag{37}\\
\frac{\partial}{\partial y} H_{n}(x, y) & =n(n-1) H_{n-2}(x, y)
\end{align*}
$$

From the first of the above relation, by deriving again with respect to $x$ and by noting the second relation, we end up with (36).

This result helps us to derive an important operational rule for the Hermite polynomials $H_{n}(x, y)$; in fact, by considering the differential equation (36) as linear ordinary in the variable $y$ and by reminding the (35), we can immediately state the following relation:

$$
\begin{equation*}
H_{n}(x, y)=e^{y \frac{\partial^{2}}{\partial x^{2}}} x^{n} \tag{38}
\end{equation*}
$$

The generating function of the above Hermite polynomials can be stated in many ways [8], [9]. We first note that the polynomials $H_{n}(x, y)$ satisfy the following differential difference equation:

$$
\begin{align*}
\frac{d}{d z} Y_{n}(z) & =a n Y_{n-1}(z)+b n(n-1) Y_{n-2}(z)  \tag{39}\\
Y_{n}(0) & =\delta_{n, 0}
\end{align*}
$$

where $a$ and $b$ are real numbers, and since the proof is obtained by using the generating function method, setting:

$$
\begin{equation*}
G(z ; t)=\sum_{n=0}^{+\infty} \frac{t^{n}}{n!} Y_{n}(z) \tag{40}
\end{equation*}
$$

with $t$ continuous variable, it is easy to obtain the relation linking the Hermite polynomials and their generating function:

$$
\begin{equation*}
\exp \left(x t+y t^{2}\right)=\sum_{n=0}^{+\infty} \frac{t^{n}}{n!} H_{n}(x, y) \tag{41}
\end{equation*}
$$

We have introduced the two-variable Hermite polynomials $H_{n}(x, y)$ by using the concepts and the formalism of the translation operator. More in general the above Hermite polynomials can be derived, as a particular case, from a more general class of polynomials recognized as belonging to the Hermite family [10].

It is well known that the Hermite polynomials of the type $H_{n}^{(m)}(x, y)$ are defined by the formula:

$$
\begin{equation*}
H_{n}^{(m)}(x, y)=\sum_{s=0}^{\left[\frac{n}{m}\right]} \frac{n!}{s!(n-m s)!} y^{s} x^{n-m s} \tag{42}
\end{equation*}
$$
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It is easy to recognize that the above definition comes from relation (28), in fact, by noting that:

$$
\begin{equation*}
e^{y D^{m}} f(x)=\sum_{n=0}^{+\infty} \frac{y^{n}}{n!} f^{(m n)}(x) \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{m s} x^{n}=n(n-1) \ldots(n-m s+1) x^{n-m s}=\frac{n!}{(n-m s)!} x^{n-m s} \tag{44}
\end{equation*}
$$

for $s=0,1, \ldots\left[\frac{n}{m}\right]$ we obtain:

$$
\begin{equation*}
e^{y D^{m}} x^{n}=\sum_{s=0}^{\left[\frac{n}{m}\right]} \frac{y^{s}}{s!} \frac{n!}{(n-m s)!} x^{n-m s} \tag{45}
\end{equation*}
$$

It also interesting to note that the Hermite polynomials $H_{n}^{(m)}(x, y)$ can also be introduced using directly their generating function: by exploiting the exponential $\exp \left(x t+y t^{m}\right)$ we can immediately recognize the identity:

$$
\begin{equation*}
e^{x t+y t^{m}}=\sum_{n=0}^{+\infty} \frac{t^{n}}{n!} H_{n}^{(m)}(x, y) \tag{46}
\end{equation*}
$$

and then by setting $m=2$ we obtain the generating function of the Hermite polynomials $H_{n}(x, y)$. Similarly, these Hermite polynomials solved the following partial differential equation [7], [10]:

$$
\begin{equation*}
\frac{\partial}{\partial y} H_{n}^{(m)}(x, y)=\frac{\partial^{m}}{\partial x^{m}} H_{n}^{(m)}(x, y) \tag{47}
\end{equation*}
$$

In fact, from (46), by differentiating with respect to $y$, we find:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \frac{t^{n+m}}{n!} H_{n}^{(m)}(x, y)=\sum_{n=0}^{+\infty} \frac{t^{n}}{n!} \frac{\partial}{\partial y} H_{n}^{(m)}(x, y) \tag{48}
\end{equation*}
$$

after manipulating the l.h.s. of the above equation and by equating the like $t$ powers, we can immediately write:

$$
\begin{equation*}
\frac{n!}{(n-m)!} H_{n-m}^{(m)}(x, y)=\frac{\partial}{\partial y} H_{n}^{(m)}(x, y) \tag{49}
\end{equation*}
$$

Otherwise, by deriving $m$-times with respect to $x$ in the (46), we have:

$$
\begin{align*}
\frac{\partial}{\partial x} H_{n}^{(m)}(x, y) & =n H_{n-1}^{(m)}(x, y)  \tag{50}\\
\frac{\partial^{m}}{\partial x^{m}} H_{n}^{(m)}(x, y) & =\frac{n!}{(n-m)!} H_{n-m}^{(m)}(x, y)
\end{align*}
$$

and then by comparing the second equation of (50) with equation (49), we immediately obtain the partial differential equation (47).

The above result allows us to derive a similar operational definition for the Hermite polynomials $H_{n}^{(m)}(x, y)$ as in the case of the two-variable Kampé de Fériet polynomials. We note in fact that for $y=0$ in equation (42), we have:

$$
\begin{equation*}
H_{n}^{(m)}(x, 0)=x^{n} \tag{51}
\end{equation*}
$$

and then, by considering the equation in (47) an ordinary differential equation in the variable $y$, we can immediately conclude that, since it is linear and of the first order, the solution can be expressed as:

$$
\begin{equation*}
H_{n}^{(m)}(x, y)=e^{y \frac{\partial^{m}}{\partial x^{m}}} x^{n} \tag{52}
\end{equation*}
$$

or, in more explicit terms:

$$
\begin{equation*}
H_{n}^{(m)}(x, y)=\left[\sum_{s=0}^{\left[\frac{n}{m}\right]} \frac{y^{r}}{s!}\left(\frac{\partial}{\partial x}\right)^{m s}\right] x^{n} \tag{53}
\end{equation*}
$$

## 3. Special classes of Chebyshev polynomials and related integral representations

We have introduced different type of generalized two-variable Hermite polynomials by using the techniques of the translation operator comparing with the method of the generating function. We now discuss the ordinary Chebyshev polynomials of the first and second kind, and we deal with their integral representations by using the concepts and operational techniques of the Hermite polynomials. Not only that, the use of Hermite polynomials makes it possible to establish new relationships and to introduce further families of generalized Chebyshev polynomials.

We remind that the ordinary first kind Chebyshev polynomials can be defined by the following relation [11], [12]:

$$
\begin{equation*}
T_{n}(x)=\cos (n \arccos (x)) \tag{54}
\end{equation*}
$$

with $x$ a real variable and the second kind Chebyshev polynomials through the relation:

$$
\begin{equation*}
U_{n}(x)=\frac{\sin [(n+1) \arccos (x)]}{\sqrt{1-x^{2}}} \tag{55}
\end{equation*}
$$

The study of the properties of the Chebyshev polynomials can be simplified by introducing the following complex quantity [12]:

$$
\begin{equation*}
\mathbf{T}_{n}(x)=\exp [i n(\arccos (x)] \tag{56}
\end{equation*}
$$

so that:

$$
\begin{align*}
\operatorname{Re}\left[\mathbf{T}_{n}(x)\right] & =\cos (n \arccos (x))  \tag{57}\\
\operatorname{Im}\left[\mathbf{T}_{n}(x)\right] & =\sin (n \arccos (x))
\end{align*}
$$

The above relations can be recast directly in terms of Chebyshev polynomials of the first and second kind. In fact, by noting that the second kind Chebyshev polynomials of degree $n-1$ reads:

$$
\begin{equation*}
U_{n-1}(x)=\frac{\sin (n \arccos (x))}{\sqrt{1-x^{2}}} \tag{58}
\end{equation*}
$$

we can immediately conclude with:

$$
\begin{align*}
T_{n}(x) & =\operatorname{Re}\left[\mathbf{T}_{n}(x)\right]  \tag{59}\\
U_{n-1}(x) & =\frac{\operatorname{Im}\left[\mathbf{T}_{n}(x)\right]}{\sqrt{1-x^{2}}}
\end{align*}
$$

To derive the related generating functions of the Chebyshev polynomials of the first and second kind, we can consider the generating function of the complex quantity, introduced in (56); let, in fact, be the real number $\xi$, such that $|\xi|<1$, we write:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \xi^{n} \mathbf{T}_{n}(x)=\sum_{n=0}^{+\infty}\left(\xi e^{i \arccos (x)}\right)^{n}=\frac{1}{1-\xi e^{i \arccos (x)}} \tag{60}
\end{equation*}
$$
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and then, it is immediately to state the following relations, involving the ordinary Chebyshev polynomials of first and second kind and their generating functions:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \xi^{n} T_{n}(x)=\frac{1-\xi x}{1-2 \xi x+\xi^{2}} \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \xi^{n} U_{n-1}(x)=\frac{\xi}{1-2 \xi x+\xi^{2}} \tag{62}
\end{equation*}
$$

where again, $\xi \in \mathbb{R}$, such that $|\xi|<1$.
We start to investigate the integral form of the ordinary Chebyshev polynomials, by using the concepts and the operational techniques of Hermite polynomials discussed before. We have introduced the second kind Chebyshev polynomials $U_{n}(x)$ through equation (55), so that we can immediately get the follow explicit form:

$$
\begin{equation*}
U_{n}(x)=\sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{(-1)^{k}(n-k)!(2 x)^{n-2 k}}{k!(n-2 k)!} \tag{63}
\end{equation*}
$$

The second kind Chebyshev polynomials satisfy the following integral representation [12], [13]:

$$
\begin{equation*}
U_{n}(x)=\frac{1}{n!} \int_{0}^{+\infty} e^{-t} t^{n} H_{n}\left(2 x,-\frac{1}{t}\right) d t . \tag{64}
\end{equation*}
$$

In fact, by noting that:

$$
n!=\int_{0}^{+\infty} e^{-t} t^{n} d t
$$

for $k \leq n$, we can write:

$$
\begin{equation*}
(n-k)!=\int_{0}^{+\infty} e^{-t} t^{n-k} d t \tag{65}
\end{equation*}
$$

and from the explicit form of the Chebyshev polynomials $U_{n}(x)$, by recalling the standard form of the two-variable Hermite polynomials:

$$
H_{n}(x, y)=n!\sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{y^{k} x^{n-2 k}}{k!(n-2 k)!}
$$

we have, after a substitution and a manipulation:

$$
U_{n}(x)=\int_{0}^{+\infty} e^{-t} t^{n} \sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{(-1)^{k} t^{-k}(2 x)^{n-2 k}}{k!(n-2 k)!} d t
$$

and then the statement.
By following the same procedure, we can also obtain an analogous integral representation for the Chebyshev polynomials of the first kind $T_{n}(x)$. In fact, it is easy to derive their explicit form:

$$
\begin{equation*}
T_{n}(x)=\frac{n}{2} \sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{(-1)^{k}(n-k-1)!(2 x)^{n-2 k}}{k!(n-2 k)!} \tag{66}
\end{equation*}
$$

and then, by using the same relations written above, we have:

$$
\begin{equation*}
T_{n}(x)=\frac{1}{2(n-1)!} \int_{0}^{+\infty} e^{-t} t^{n-1} H_{n}\left(2 x,-\frac{1}{t}\right) d t \tag{67}
\end{equation*}
$$

These integral representations confirm the powerful tool represented by the Hermite polynomials. Moreover, the use of the previous discussed classes of Hermite polynomials makes it possible to estabilish relevant relations and introduce families of Chebyshev polynomials; we have in fact an important result linking the Chebyshev polynomials of the first and second kind.

Theorem 3.1. The Chebyshev polynomials $T_{n}(x)$ and $U_{n}(x)$ satisfy the following recurrence relations:

$$
\begin{align*}
\frac{d}{d x} U_{n}(x) & =n W_{n-1}(x)  \tag{68}\\
U_{n+1}(x) & =x W_{n}(x)-\frac{n}{n+1} W_{n-1}(x)
\end{align*}
$$

and:

$$
\begin{equation*}
T_{n+1}(x)=x U_{n}(x)-U_{n-1}(x) \tag{69}
\end{equation*}
$$

where:

$$
W_{n}(x)=\frac{2}{(n+1)!} \int_{0}^{+\infty} e^{-t} t^{n+1} H_{n}\left(2 x,-\frac{1}{t}\right) d t
$$

Proof. We note that the recurrence relations for the standard Hermite polynomials $H_{n}(x, y)$, can be costumized in the form [7]:

$$
\begin{align*}
{\left[(2 x)+\left(-\frac{1}{t}\right) \frac{\partial}{\partial x}\right] H_{n}\left(2 x,-\frac{1}{t}\right) } & =H_{n+1}\left(2 x,-\frac{1}{t}\right)  \tag{70}\\
\frac{1}{2} \frac{\partial}{\partial x} H_{n}\left(2 x,-\frac{1}{t}\right) & =n H_{n-1}\left(2 x,-\frac{1}{t}\right)
\end{align*}
$$

After noting that expression of the integral representations (equations (64) and (67)) we obtain:

$$
\begin{equation*}
\frac{d}{d x} U_{n}(x)=\frac{2 n}{n!} \int_{0}^{+\infty} e^{-t} t^{n} H_{n-1}\left(2 x,-\frac{1}{t}\right) d t \tag{71}
\end{equation*}
$$

and:

$$
\begin{equation*}
\frac{d}{d x} T_{n}(x)=\frac{n}{(n-1)!} \int_{0}^{+\infty} e^{-t} t^{n-1} H_{n-1}\left(2 x,-\frac{1}{t}\right) d t \tag{72}
\end{equation*}
$$

Finally, since:

$$
U_{n-1}(x)=\frac{1}{(n-1)!} \int_{0}^{+\infty} e^{-t} t^{n-1} H_{n-1}\left(2 x,-\frac{1}{t}\right) d t
$$

we immediately get:

$$
\begin{equation*}
\frac{d}{d x} T_{n}(x)=n U_{n-1}(x) \tag{73}
\end{equation*}
$$

Furthermore, by applying the Hermite multiplication operator to the second kind Chebyshev polynomials, we have:

$$
U_{n+1}(x)=\frac{1}{(n+1)!} \int_{0}^{+\infty} e^{-t} t^{n+1}\left[(2 x)+\left(-\frac{1}{t}\right) \frac{\partial}{\partial x}\right] H_{n}\left(2 x,-\frac{1}{t}\right) d t
$$
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that is:

$$
\begin{gather*}
U_{n+1}(x)=  \tag{74}\\
=x \frac{2}{(n+1)!} \int_{0}^{+\infty} e^{-t} t^{n+1} H_{n}\left(2 x,-\frac{1}{t}\right) d t-\frac{n}{n+1} \frac{2}{n!} \int_{0}^{+\infty} e^{-t} t^{n} H_{n-1}\left(2 x,-\frac{1}{t}\right) d t
\end{gather*}
$$

The second member of the r.h.s. of the above relation suggests us to introduce the following polynomials [12]:

$$
\begin{equation*}
W_{n}(x)=\frac{2}{(n+1)!} \int_{0}^{+\infty} e^{-t} t^{n+1} H_{n}\left(2 x,-\frac{1}{t}\right) d t \tag{75}
\end{equation*}
$$

recognized as belonging to the families of the Chebyshev polynomials. Thus, from relation (71), we have:

$$
\begin{equation*}
\frac{d}{d x} U_{n}(x)=n W_{n-1}(x) \tag{76}
\end{equation*}
$$

and, from identity (74), we get:

$$
\begin{equation*}
U_{n+1}(x)=x W_{n}(x)-\frac{n}{n+1} W_{n-1}(x) \tag{77}
\end{equation*}
$$

Finally, by using the Hermite multiplication operator for the first kind Chebyshev polynomials, we can write:

$$
\begin{equation*}
T_{n+1}(x)=\frac{1}{2 n!} \int_{0}^{+\infty} e^{-t} t^{n}\left[(2 x)+\left(-\frac{1}{t}\right) \frac{\partial}{\partial x}\right] H_{n}\left(2 x,-\frac{1}{t}\right) d t \tag{78}
\end{equation*}
$$

and then, after expanding the r.h.s. of the above relation, we can find:

$$
\begin{equation*}
T_{n+1}(x)=x U_{n}(x)-U_{n-1}(x) \tag{79}
\end{equation*}
$$

which completely proves the theorem 3.1.
We start to generalize the ordinary Chebyshev polynomials by using the link with their integral representations. We note that for the second kind Chebyshev polynomials $U_{n}(x)$, it is also possible to state a different representation: in fact, by using their explicit form stated in (63), we can immediately write:

$$
\begin{equation*}
U_{n}(x)=\frac{1}{n!} \int_{0}^{+\infty} e^{-t} H_{n}(2 x t,-t) d t \tag{80}
\end{equation*}
$$

that can be used to introduce the following generalization [13]:

$$
\begin{equation*}
U_{n}(x, y ; \alpha)=\frac{1}{n!} \int_{0}^{+\infty} e^{-\alpha t} H_{n}(2 x t,-y t) d t \tag{81}
\end{equation*}
$$

where $x, y$ are real variables and $\alpha$ a real parameter.
By using the recurrence relations related to the two-variable Hermite polynomials, we can state the following expressions for the polynomials $U_{n}(x, y ; \alpha)$ :

$$
\begin{align*}
\frac{\partial}{\partial y} U_{n}(x, y ; \alpha) & =\frac{\partial}{\partial \alpha} U_{n-2}(x, y ; \alpha)  \tag{82}\\
\frac{\partial}{\partial x} U_{n}(x, y ; \alpha) & =-2 \frac{\partial}{\partial \alpha} U_{n-1}(x, y ; \alpha)
\end{align*}
$$

The proof follows easily by noting that, once we derive with respect to $y$ in relation (81), we get:

$$
\frac{\partial}{\partial y} U_{n}(x, y ; \alpha)=\frac{1}{n!} \int_{0}^{+\infty} e^{-\alpha t} \frac{\partial}{\partial y} H_{n}(2 x t,-y t) d t
$$

and since:

$$
\frac{\partial}{\partial y} H_{n}(2 x t,-y t)=(-t) n(n-1) H_{n-2}(2 x t,-y t)
$$

we have:

$$
\frac{\partial}{\partial y} U_{n}(x, y ; \alpha)=\frac{1}{n!} \int_{0}^{+\infty} e^{-\alpha t}(-t) n(n-1) H_{n-2}(2 x t,-y t) d t
$$

which gives the first of (82).
In the same way, by noting that:

$$
\frac{\partial}{\partial x} H_{n}(2 x t,-y t)=(-2 t) n H_{n-1}(2 x t,-y t)
$$

we can derive the second of the equations displayed equation (82).
These recurrence relations allow us to prove the following result: the polynomials $U_{n}(x, y ; \alpha)$ satisfy the Cauchy problem:

$$
\left\{\begin{array}{c}
\frac{\partial^{2}}{\partial x^{2}} U_{n}(x, y ; \alpha)=-4 \frac{\partial^{2}}{\partial \alpha \partial y} U_{n}(x, y ; \alpha)  \tag{83}\\
U_{n}(x, 0 ; \alpha)=\frac{(2 x)^{n}}{\alpha^{n+1}}
\end{array}\right.
$$

In fact, by deriving with respect to $x$ in the second of the equations stated in (82), we find:

$$
\frac{\partial^{2}}{\partial x^{2}} U_{n}(x, y ; \alpha)=-4 \frac{\partial}{\partial \alpha}\left(\frac{\partial}{\partial \alpha} U_{n-2}(x, y ; \alpha)\right)
$$

and then, since:

$$
\frac{\partial}{\partial \alpha} U_{n-2}(x, y ; \alpha)=\frac{\partial}{\partial y} U_{n}(x, y ; \alpha)
$$

we obtain:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}} U_{n}(x, y ; \alpha)=-4 \frac{\partial^{2}}{\partial \alpha \partial y} U_{n}(x, y ; \alpha) \tag{84}
\end{equation*}
$$

Furthermore, by setting $y=0$ in relation (81), we have:

$$
U_{n}(x, 0 ; \alpha)=\frac{1}{n!} \int_{0}^{+\infty} e^{-\alpha t} H_{n}(2 x t, 0) d t
$$

and since:

$$
H_{n}(2 x t, 0)=(2 x t)^{n}
$$

we find:

$$
U_{n}(x, 0 ; \alpha)=\frac{(2 x)^{n}}{n!} \int_{0}^{+\infty} e^{-\alpha t} t^{n} d t
$$

that is:

$$
\begin{equation*}
U_{n}(x, 0 ; \alpha)=\frac{(2 x)^{n}}{\alpha^{n+1}} \tag{85}
\end{equation*}
$$

The partial differential equation, stated in (83), can be viewed as a first order linear ordinary differential equation for the variable $y$, so that, by using the initial condition given by (85), we can state the solution:

$$
\begin{equation*}
U_{n}(x, y ; \alpha)=e^{\frac{y}{4} \widehat{D}_{\alpha}^{-1} \frac{\partial^{2}}{\partial x^{2}} \frac{(2 x)^{n}}{\alpha^{n+1}}} \tag{86}
\end{equation*}
$$

We note that the symbol $\widehat{D}_{\alpha}^{-1}$ denotes the inverse of the derivative [14], [15], [16]. By using the integral representation stated for the polynomials $U_{n}(x)$, and the related representation for the Chebyshev polynomials of the first kind $T_{n}(x)$ and the polynomials $W_{n}(x)$, we can easily introduce the following generalizations [13]:

$$
\begin{equation*}
T_{n}(x, y ; \alpha)=\frac{1}{2(n-1)!} \int_{0}^{+\infty} e^{-\alpha t} t^{n-1} H_{n}\left(2 x,-\frac{y}{t}\right) d t \tag{88}
\end{equation*}
$$

and:

$$
\begin{equation*}
W_{n}(x, y ; \alpha)=\frac{1}{(n+1)!} \int_{0}^{+\infty} e^{-\alpha t} t^{n+1} H_{n}\left(2 x,-\frac{y}{t}\right) d t \tag{89}
\end{equation*}
$$

With the above integral relations, it is immediate to state the following recurrence relations for these type of generalized Chebyshev polynomials:

$$
\begin{align*}
\frac{\partial}{\partial \alpha} U_{n}(x, y ; \alpha) & =-\frac{1}{2}(n+1) W_{n}(x, y ; \alpha)  \tag{90}\\
\frac{\partial}{\partial \alpha} T_{n}(x, y ; \alpha) & =-\frac{n}{2} U_{n}(x, y ; \alpha)
\end{align*}
$$

For the first of the above equations the proof follows directly by deriving with respect to $\alpha$ in relation (87) and using equation (89), where we find:

$$
\frac{\partial}{\partial \alpha} U_{n}(x, y ; \alpha)=-\frac{1}{n!} \int_{0}^{+\infty} e^{-\alpha t} t^{n+1} H_{n}\left(2 x,-\frac{y}{t}\right) d t
$$

By following the same procedure it is possible to prove the second equation displayed in (90).
Before to conclude this section, we want to focus on a special aspect linking different families of polynomials. It is worth noting, in fact, that the Chebyshev polynomials can be viewed as a particular case of the Gegenbauer polynomials. We note that, the $n-t h$ order Gegenbauer polynomials reads [11], [17]:

$$
\begin{equation*}
C_{n}^{(\mu)}(x)=\frac{1}{\Gamma(\mu)} \sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{(-1)^{k}(2 x)^{n-2 k} \Gamma(n-k+\mu)}{k!(n-2 k)!} \tag{91}
\end{equation*}
$$

where $x$ and $\mu$ are real variables and $\Gamma(\mu)$ is the Euler function.
By recalling the integral representation of the above Euler function [11]:

$$
\begin{equation*}
\Gamma(\mu)=\int_{0}^{+\infty} e^{-t} t^{\mu-1} d t \tag{92}
\end{equation*}
$$

and by using the same arguments exploited for the Chebyshev case, we can state the integral representation for the Gegenbauer polynomials:

$$
\begin{equation*}
C_{n}^{(\mu)}(x)=\frac{1}{n!\Gamma(\mu)} \int_{0}^{+\infty} e^{-t} t^{n+\mu-1} H_{n}\left(2 x,-\frac{1}{t}\right) d t \tag{93}
\end{equation*}
$$

We can also generalized these polynomials by using their integral representation, having:

$$
\begin{equation*}
C_{n}^{(\mu)}(x, y ; \alpha)=\frac{1}{n!\Gamma(\mu)} \int_{0}^{+\infty} e^{-\alpha t} t^{n+\mu-1} H_{n}\left(2 x,-\frac{y}{t}\right) d t \tag{94}
\end{equation*}
$$

where $x, y$ are real variables and $\alpha$ is a real parameter.
The introduction of this kind of Gegenbauer polynomials through the integral representation, represents a very flexible tool, in fact it can be exploited to derive the related generating function:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \xi^{n} C_{n}^{(\mu)}(x, y ; \alpha)=\frac{1}{\left[\alpha-2 x \xi+y \xi^{2}\right]^{\mu}} \tag{95}
\end{equation*}
$$

where $\xi \in \mathbb{R}$, such that $|\xi|<1$ and $\mu \neq 0$.
Further generalization involving different kinds of Chebyshev polynomials can be obtained by using the concepts and the related formalism of Hermite polynomials of type $H_{n}^{(m)}(x, y)$. We introduce the generalized, $m$-order, two-variable second kind Chebyshev polynomials, the polynomials defined by the relation [17]:

$$
\begin{equation*}
{ }_{m} U_{n}(x, y ; \alpha)=\frac{1}{n!} \int_{0}^{+\infty} e^{-\alpha t} t^{n} H_{n}^{(m)}\left(m x,-\frac{y}{t^{m-1}}\right) d t \tag{96}
\end{equation*}
$$

where $x, y$ are real variables and $\alpha$ is a real parameter.
It is possible to derive their generating function by using the properties of the Hermite polynomials of type $H_{n}^{(m)}(x, y)$; we have, indeed:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \xi^{n}\left[{ }_{m} U_{n}(x, y ; \alpha)\right]=\frac{1}{\alpha-m x \xi+y \xi^{m}} \tag{97}
\end{equation*}
$$

where $\xi \in \mathbb{R},|\xi|<1$.
Note that, by multiplying both sides of the relation (96) by $\xi^{n}$ and by summing up over $n$, we have:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \xi^{n}\left[{ }_{m} U_{n}(x, y ; \alpha)\right]=\int_{0}^{+\infty} e^{-\alpha t} \sum_{n=0}^{+\infty} \frac{(\xi t)^{n}}{n!} H_{n}^{(m)}\left(m x,-\frac{y}{t^{m-1}}\right) d t \tag{98}
\end{equation*}
$$

and by noting that the generating function of the Hermite polynomials of the type $H_{n}^{(m)}(x, y)$, is:

$$
\sum_{n=0}^{+\infty} \frac{(\xi t)^{n}}{n!} H_{n}^{(m)}\left(m x,-\frac{y}{t^{m-1}}\right)=\exp \left[m x(\xi t)-y\left(t \xi^{m}\right)\right]
$$

we obtain, in equation (98):

$$
\sum_{n=0}^{+\infty} \xi^{n}\left[{ }_{m} U_{n}(x, y ; \alpha)\right]=\int_{0}^{+\infty} e^{-\alpha t} e^{\left(m x \xi-y \xi^{m}\right) t} d t
$$

which, once integrating over $t$, gives the statement.
Similarly, we can generalize the Gegenbauer polynomials, by setting:

$$
\begin{equation*}
{ }_{m} C_{n}^{(\mu)}(x, y ; \alpha)=\frac{1}{n!\Gamma(\mu)} \int_{0}^{+\infty} e^{-\alpha t} t^{n+\mu-1} H_{n}^{(m)}\left(m x,-\frac{y}{t^{m-1}}\right) d t \tag{99}
\end{equation*}
$$

where $x, y$ are real variables, $\alpha$ is a real parameter and $\mu \in \mathbb{R}, \mu>0$.
It is easy to state, by following the same procedure used for the polynomials ${ }_{m} U_{n}(x, y ; \alpha)$, the generating function of the above generalized Gegenbauer polynomials, we have in fact:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \xi^{n}\left[{ }_{m} C_{n}^{(\mu)}(x, y ; \alpha)\right]=\frac{1}{\left(\alpha-m x \xi+y \xi^{m}\right)^{\mu}} \tag{100}
\end{equation*}
$$
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where, again $\xi \in \mathbb{R},|\xi|<1$.
The generalization of the Gegenbauer polynomials was also given by Gould [5], so that the procedure here described can be considered complementary; in particular the using of the Hermite polynomials and their related properties provides benefits to derive known and unknown relations. For instance we can also use the Gegenbauer polynomials, introduced in equation (91) or (93) to find further links between the ordinary Chebyshev polynomials.

In fact, by setting $\mu=2$, in relation (93), we have:

$$
C_{n}^{(2)}(x)=\frac{1}{n!} \int_{0}^{+\infty} e^{-t} t^{n+1} H_{n}\left(2 x,-\frac{1}{t}\right) d t
$$

which can be easily recognized as:

$$
\begin{equation*}
C_{n}^{(2)}(x)=\frac{n+1}{2} W_{n}(x) \tag{101}
\end{equation*}
$$

where the polynomials $W_{n}(x)$ have been specified in (75).
In this section we have seen interesting integral representations related to ordinary and generalized Chebyshev polynomials. The common denominator with respect to which were derived properties are the plethora of identities and operational relations satisfied by the Hermite polynomials in their different forms. In the next section, we will investigate families of polynomials that can be traced to the Chebyshev polynomials, always operating with the aid of the Hermite polynomials.

## 4. Chebyshev-like polynomials and concluding remarks

We now can discuss the two-variable Chebyshev polynomials by using the generalized two-variable Hermite polynomials and their integral representations concerning the ordinary and generalized Chebyshev polynomials.

We introduce the two-variable Chebyshev polynomials of the second kind, by setting [18]:

$$
\begin{equation*}
U_{n}(x, y)=\sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{(n-k)!x^{n-2 k} y^{k}}{k!(n-2 k)!} \tag{102}
\end{equation*}
$$

where $x$ and $y$ are real variables. It is easy to note that the above polynomials can be derived directly from the explicit form of the standard second kind Chebyshev polynomials, or by using the integral representation of the polynomials $U_{n}(x, y ; \alpha)$. We have, in fact:

$$
\begin{equation*}
U_{n}(x, y)=\frac{1}{n!} \int_{0}^{+\infty} e^{-t} t^{n} H_{n}\left(x, \frac{y}{t}\right) d t \tag{103}
\end{equation*}
$$

It is enough to note that:

$$
(n-k)!=\int_{0}^{+\infty} e^{-t} t^{n-k} d t
$$

which gives in relation (102):

$$
U_{n}(x, y)=\int_{0}^{+\infty} e^{-t} t^{n} \sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{x^{n-2 k} y^{k} t^{-k}}{k!(n-2 k)!} d t
$$

and then the statement.
The above result helps us to state the link between the Chebyshev polynomials $U_{n}(x, y)$ and the slight different one-parameter Chebyshev polynomials $U_{n}(x, y ; \alpha)$ presented in the previous section, that is:

$$
\begin{equation*}
U_{n}\left(\frac{x}{2},-y ; 1\right)=U_{n}(x, y) \tag{104}
\end{equation*}
$$

By following the above procedure, we can introduce the analogous generalization of the first kind Chebyshev polynomials through their integral representation:

$$
\begin{equation*}
T_{n}(x, y)=\frac{1}{(n-1)!} \int_{0}^{+\infty} e^{-t} t^{n-1} H_{n}\left(x, \frac{y}{t}\right) d t \tag{105}
\end{equation*}
$$

and by using the same arguments exploited in the previous discussions, it is possible to derive some useful recurrence relations involving the generalized Chebyshev polynomials $U_{n}(x, y)$ and $T_{n}(x, y)$, that is

$$
\begin{equation*}
2 y \frac{\partial}{\partial x} U_{n-1}(x, y)=\left(n-x \frac{\partial}{\partial x}\right) U_{n}(x, y) \tag{106}
\end{equation*}
$$

and:

$$
\begin{equation*}
T_{n+1}(x, y)=x U_{n}(x, y)+2 y U_{n-1}(x, y) \tag{107}
\end{equation*}
$$

The above relations give the further recurrence:

$$
\begin{equation*}
U_{n+1}(x, y)=x U_{n}(x, y)+y U_{n-1}(x, y) \tag{108}
\end{equation*}
$$

The recurrences (107) and (108) can be exploited to define rising and lowering operators for generalized Chebyshev polynomials; indeed, by using the operator $\widehat{D}_{x}^{-1}$ [14], denoting a kind of inverse derivative, we can immediately write:

$$
\begin{equation*}
U_{n-1}(x, y)=\frac{1}{2 y} \widehat{D}_{x}^{-1}\left[n-x \frac{\partial}{\partial x}\right] U_{n}(x, y) \tag{109}
\end{equation*}
$$

and:

$$
\begin{equation*}
U_{n+1}(x, y)=\left[x+\frac{1}{2} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)\right] U_{n}(x, y) \tag{110}
\end{equation*}
$$

which define:

$$
\begin{gather*}
\widehat{E}_{+}=x+\frac{1}{2} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)  \tag{111}\\
\widehat{E}_{-}=\frac{1}{2 y} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right) \tag{112}
\end{gather*}
$$

whose action can be written as:

$$
\begin{align*}
& \widehat{E}_{+} U_{n}(x, y)=U_{n+1}(x, y)  \tag{113}\\
& \widehat{E}_{-} U_{n}(x, y)=U_{n-1}(x, y)
\end{align*}
$$

The above operators can be exploited to derive the differential equation satisfied by the generalized two-variable Chebyshev polynomials $U_{n}(x, y)$.

Theorem 4.1. The polynomials $U_{n}(x, y)$ satisfy the following partial differential equation:

$$
\begin{equation*}
\left[\left(4 y+x^{2}\right) \frac{\partial^{2}}{\partial x^{2}}+3 x \frac{\partial}{\partial x}-n(n+2)\right] U_{n}(x, y)=0 \tag{115}
\end{equation*}
$$
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Proof. By using the rising and the lowering operators defined in (113) and (114), we can immediately write:

$$
\begin{equation*}
\widehat{E}_{-}\left[\widehat{E}_{+} U_{n}(x, y)\right]=U_{n}(x, y) \tag{116}
\end{equation*}
$$

which can be expanded to give:

$$
\begin{equation*}
\frac{1}{2 y} \widehat{D}_{x}^{-1}\left[\left((n+1)-x \frac{\partial}{\partial x}\right)\right]\left[x+\frac{1}{2} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)\right] U_{n}(x, y)=U_{n}(x, y) \tag{117}
\end{equation*}
$$

By noting that:

$$
\begin{equation*}
\frac{\partial}{\partial x} \widehat{D}_{x}^{-1}=\widehat{1} \tag{118}
\end{equation*}
$$

we can derive with respect to $x$ in relation (117), obtained:

$$
\left[(n+1)-x \frac{\partial}{\partial x}\right]\left[x+\frac{1}{2} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)\right] U_{n}(x, y)=2 y \frac{\partial}{\partial x} U_{n}(x, y)
$$

that is:

$$
\begin{gather*}
{\left[(n+1) x+\frac{n+1}{2} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)-x \frac{\partial}{\partial x} x-\frac{1}{2} x\left(n-x \frac{\partial}{\partial x}\right)\right] U_{n}(x, y)=}  \tag{119}\\
=2 y \frac{\partial}{\partial x} U_{n}(x, y)
\end{gather*}
$$

and again:

$$
\begin{gather*}
{\left[(n+1) \frac{\partial}{\partial x} x+\frac{n+1}{2}\left(n-x \frac{\partial}{\partial x}\right)-\frac{\partial}{\partial x} x \frac{\partial}{\partial x} x-\frac{1}{2} \frac{\partial}{\partial x} x\left(n-x \frac{\partial}{\partial x}\right)\right] U_{n}(x, y)=}  \tag{120}\\
=2 y \frac{\partial^{2}}{\partial x^{2}} U_{n}(x, y)
\end{gather*}
$$

By noting that:

$$
\begin{equation*}
x \frac{\partial}{\partial x}=\frac{\partial}{\partial x} x-1 \tag{121}
\end{equation*}
$$

we can rewrite (120) in the form:

$$
\begin{gather*}
{\left[(n+1)+(n+1) x \frac{\partial}{\partial x}+\frac{n(n+1)}{2}-\frac{n+1}{2} x \frac{\partial}{\partial x}-\frac{\partial}{\partial x} x^{2} \frac{\partial}{\partial x}+\right.}  \tag{122}\\
\left.-\frac{n}{2} \frac{\partial}{\partial x} x+\frac{1}{2} \frac{\partial}{\partial x} x^{2} \frac{\partial}{\partial x}\right] U_{n}(x, y)=2 y \frac{\partial^{2}}{\partial x^{2}} U_{n}(x, y)
\end{gather*}
$$

The above identity can be also recast in a more convenient form; indeed, by noting that:

$$
\frac{\partial}{\partial x} x^{2} \frac{\partial}{\partial x}=2 x \frac{\partial}{\partial x}+x^{2} \frac{\partial^{2}}{\partial x^{2}}
$$

we write:

$$
\begin{gathered}
\left\{-\frac{1}{2} x^{2} \frac{\partial^{2}}{\partial x^{2}}+\left[\frac{2(n+1)-(n+1)-4-n}{2}\right] x \frac{\partial}{\partial x}+\right. \\
\left.+\left[\frac{2(n+1)+n(n+1)-2-n}{2}\right]\right\} U_{n}(x, y)=2 y \frac{\partial^{2}}{\partial x^{2}} U_{n}(x, y)
\end{gathered}
$$

and finally:

$$
\begin{equation*}
\left[-\frac{1}{2} x^{2} \frac{\partial^{2}}{\partial x^{2}}-\frac{3}{2} x \frac{\partial}{\partial x}+\frac{n(n+2)}{2}\right] U_{n}(x, y)=2 y \frac{\partial^{2}}{\partial x^{2}} U_{n}(x, y) \tag{123}
\end{equation*}
$$

which immediately gives theorem 4.1.
We now introduce a further generalizations of Chebyshev polynomials, could be defined as Chebyshevlike polynomials, by using the generalized $m$-order Hermite polynomials and we derive the related integral representations. The generalized two-variable, m-order Chebyshev polynomials are defined by the formula:

$$
\begin{equation*}
U_{n}^{(m)}(x, y)=\sum_{k=0}^{\left[\frac{n}{m}\right]} \frac{(n-k)!x^{n-m k} y^{k}}{k!(n-m k)!} \tag{124}
\end{equation*}
$$

where $x, y \in \mathbb{R}$ and $n, m \in \mathbb{N}$.
By using the Hermite polynomials $H_{n}^{(m)}(x, y)$ we can immediately derive the integral representation:

$$
\begin{equation*}
U_{n}^{(m)}(x, y)=\frac{1}{n!} \int_{0}^{+\infty} e^{-t} t^{n} H_{n}^{(m)}\left(x, \frac{y}{t}\right) d t \tag{125}
\end{equation*}
$$

By using the relations verified from the Hermite polynomials and by following the same procedure used for the Chebyshev polynomials $U_{n}(x, y)$, we easily state the following recurrence relations:

$$
\begin{gather*}
m y \frac{\partial^{m-1}}{\partial x^{m-1}} U_{n-1}^{(m)}(x, y)=\left(n-x \frac{\partial}{\partial x}\right) U_{n}^{(m)}(x, y)  \tag{126}\\
U_{n+1}^{(m)}(x, y)=x U_{n}^{(m)}(x, y)+(m-1) y \frac{\partial^{m-2}}{\partial x^{m-2}} U_{n-1}^{(m)}(x, y) \tag{127}
\end{gather*}
$$

These identities allow us to define the rising and lowering operators related to the generalized Chebyshev polynomials $U_{n}^{(m)}(x, y)$, by setting:

$$
\begin{gather*}
\widehat{E}_{+}=x+\frac{m-1}{m} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)  \tag{128}\\
\widehat{E}_{-}=\frac{1}{m y} \widehat{D}_{x}^{-(m-1)}\left(n-x \frac{\partial}{\partial x}\right)
\end{gather*}
$$

which, as we have noted before, act on the polynomials $U_{n}^{(m)}(x, y)$ as follows:

$$
\begin{align*}
& \widehat{E}_{+} U_{n}^{(m)}(x, y)=U_{n+1}^{(m)}(x, y)  \tag{130}\\
& \widehat{E}_{-} U_{n}^{(m)}(x, y)=U_{n-1}^{(m)}(x, y)
\end{align*}
$$

which give the following important result.
Theorem 4.2. The polynomials $U_{n}^{(m)}(x, y)$ satisfy the following partial differential equation:

$$
\begin{equation*}
\left[m y \frac{\partial^{m}}{\partial x^{m}}+\frac{x^{2}}{m} \frac{\partial^{2}}{\partial x^{2}}+\left(1+n-\frac{2 n-1}{m}\right) x \frac{\partial}{\partial x}-n\left(1+\frac{n(m-1)}{m}\right)\right] U_{n}^{(m)}(x, y)=0 \tag{132}
\end{equation*}
$$

Proof. By noting that:

$$
\widehat{E}_{-} \widehat{E}_{+} U_{n}^{(m)}(x, y)=U_{n}^{(m)}(x, y)
$$

which in explicit forms, reads:

$$
\begin{equation*}
\widehat{D}_{x}^{-(m-1)}\left((n+1)-x \frac{\partial}{\partial x}\right)\left[x+\frac{m-1}{m} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)\right] U_{n}^{(m)}(x, y)=m y U_{n}^{(m)}(x, y) \tag{133}
\end{equation*}
$$

and since:

$$
\begin{aligned}
& \frac{\partial^{m-1}}{\partial x^{m-1}} \widehat{D}_{x}^{-(m-1)}=\widehat{1} \\
& \widehat{D}_{x}^{-(m-1)} \frac{\partial^{m-1}}{\partial x^{m-1}}=\widehat{1}
\end{aligned}
$$

by deriving $m$-times with respect to $x$ in equation (133), we obtain:

$$
\begin{equation*}
\left((n+1)-x \frac{\partial}{\partial x}\right)\left[x+\frac{m-1}{m} \widehat{D}_{x}^{-1}\left(n-x \frac{\partial}{\partial x}\right)\right] U_{n}^{(m)}(x, y)=m y \frac{\partial^{m-1}}{\partial x^{m-1}} U_{n}^{(m)}(x, y) \tag{134}
\end{equation*}
$$

Finally, by noting that the following identities hold:

$$
\begin{aligned}
\frac{\partial}{\partial x} x & =1+x \frac{\partial}{\partial x} \\
\frac{\partial}{\partial x} x^{2} \frac{\partial}{\partial x} & =2 x \frac{\partial}{\partial x}+x^{2} \frac{\partial^{2}}{\partial x^{2}}
\end{aligned}
$$

we can rearranged identity (134) in the form:

$$
\begin{gathered}
m y \frac{\partial^{m}}{\partial x^{m}}=(n+1)\left(1+x \frac{\partial}{\partial x}\right)+\frac{(n+1)(m-1)}{m}\left(n-x \frac{\partial}{\partial x}\right)+ \\
-\frac{\partial}{\partial x} x\left(1+x \frac{\partial}{\partial x}\right)+\frac{n(m-1)}{m} \frac{\partial}{\partial x} x+\frac{m-1}{m} \frac{\partial}{\partial x} x^{2} \frac{\partial}{\partial x}
\end{gathered}
$$

and then:

$$
\begin{equation*}
m y \frac{\partial^{m}}{\partial x^{m}}=-\frac{x^{2}}{m} \frac{\partial^{2}}{\partial x^{2}}+\left(-n-1+\frac{2 n-1}{m}\right) x \frac{\partial}{\partial x}+n\left(1+\frac{n(m-1)}{m}\right) \tag{135}
\end{equation*}
$$

which proves theorem 4.2.
It has been outlined previously that the families of polynomials, called as Chebyshev-like polynomials, present a substantial generalization of the ordinary Chebyshev polynomials; a fortiori, the polynomials denoted through the relation:

$$
\begin{equation*}
U_{n}^{(m)}(x, y)=\sum_{k=0}^{\left[\frac{n}{2}\right]} \frac{(n-k)!x^{n-2 k} y^{k}}{k!(n-2 k)!} \tag{136}
\end{equation*}
$$

and the related properties, further show a different nature with respect to the ordinary Chebyshev polynomials, while on the contrary prove their similarity to the generalized Hermite polynomials of the form:

$$
\begin{equation*}
H_{n}^{(m)}(x, y)=\sum_{s=0}^{\left[\frac{n}{m}\right]} \frac{n!}{s!(n-m s)!} y^{s} x^{n-m s} \tag{137}
\end{equation*}
$$

It is possible to derive further generalizations for families of polynomials recognized as Chebyshev-like polynomials, again with the formalism and the related operational techniques own by further classes of Hermite polynomials. More precisely, it is possible to proceed in a parallel manner in deriving new integral representations which involve Chebyshev-like polynomials and new families of polynomials attributable to the family of Hermite. This suggests that further progress can be made with respect to the integral representations which involve Chebyshev and Hermite polynomials of generalized type.
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