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SUMMARY

One of the most important characteristics in deiteing the dendrometrical
properties of a stand the annual height increment of the trees. @nbtisis of these
incrementsnatural phases of the trees’ life are definedhin fgresent study the
data concertthe height increments of the main trunk of 25-yelarScots pine, as well
as simulated datgOur research deals with the application of lordjital data
analysis. This analysis is usually used when measents are taken at the
same treatments at different time pointée calculations performed provide
answers to the question of which annual heigheimemts differ.

Key words: contrast, height increment, longitudinal data wsia] Scots pineRinus
sylvestri3.

1. Introduction

In research conducted in pine forests, the heiftitees is among the values
measured. Since in successive years the measusemenperformed on the
same experimental units (trees), this data maybaategarded as independent.
In experiments with repeated measurements the sigaly variance cannot be
used to test the hypothesis of equality of meamsyéars. In this situation
profile analysis (also called longitudinal analysssused, in which two kinds of
experimental factors are considered. Levels of sdawmtors are tested on
different experimental units, whereas levels ofdtteer factors are examined on
the same experimental units. In the trial analyinetthis paper, the first factor is
associated with the division of the tested treds Kraft classes (Assmann,
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1968), while the other is the measurement of tesghits in successive years. In
work by Graczyk et al. (2010) longitudinal analysias used for the one-factor
experiment, i.e. the successive years.

The second factor, Kraft classes, combines theakpokition of the tree in
the stand with the degree of its crown formati@articular units are allocated
to appropriate classes on the basis of visualsassmnt of the tree and its
neighborhoods (Kamierczak and Zawieja, 2008).

2. Data

Data was simulated on the basis of real height oreagents of 24-year-old
pines. A total of 25 trees were selected, followihg methodology developed
by Draudt (Lemke, 1971). Observations of heighteverade for seven years.
Before being cut down the trees were classified Kiaft classes (Assmann,
1968). Trees belonging to the same class are gdowh uniform growth
energy. The considered 25 trees belonged to fdferelnt classes: first (I)
predominant trees, markedly higher than surroundisgs, conspicuously
protruding over the closed canopy, with very stipndeveloped crowns;
second (lI) dominant trees, forming the primarelof the closed canopy, with
relatively well-developed crowns; third (lll) co-dmnant trees, slightly lower
than dominant trees, with markedly less developedits, narrowed sideways;
and fourth (IV) intermediate trees, markedly loweiith poorly developed,
narrowed crowns, extending only in one direction.

Based on this experimental data, the simulatedwasagenerated. Namely,
separately for each Kraft class, the vector of reemmd covariance matrices
among years were determined. Next, using the StafisAnalysis Software
SAS, multivariate data (where the dimensions wheetears) was generated
from a normal distribution with a given vector okams and given covariance
matrix. Consequently the simulated data, for edaks¢ was independent for
different experimental units (trees) and was depehan the inside of the
experimental unit (the height of a given tree ibsquent years).
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3. Method

In the presented experiment the data is dependenttime, and the
measurements are repeated on the same experinmgitil In this situation,
longitudinal analysis should be used to verify hyeses about factors (Kraft
classes, years and trees).

In this analysis the influence of the commensurable responses on the
independent objects which are grouped adequatetyrdiag tok experimental
conditions is determined. The commensurable regsoase the measurements
made in consecutive years, in other words the timimts. Social positions
(Kraft classes) are the changing experimental d¢mmdi. In each of these
classes the same number of trees is located (fiee=seare independent objects).
Therefore there are observed groups consisting of1 objects atp time
points. The applied model can be described asvwstlo

Yin =& + & (1)
where y;, is the observation concerning the measurementdftthobject from
the j th group at thehth time point, ¢, is the influence of thénth time point
on the | th group, andg, is the measurement errors= 12,...,n, j =12,...K,
h=12,...,p. In the above model it is assumed that the errectors
e,'j =[€;1,---€;, ] are independent, and have the multivariate nodsgdibution
with expectation equal to zero and unknown nondargtovariance matrixz. ,
which is identical for each =12,...,n, j=12,....,k, and is a matrix of full
column rank. The model (1) can be also writterhamatrix formY = Xg +e€,
where Y is the observation matrix. The matrix rows are in the form
Yi =[Vj1r-Yip ], for observatiori =12,...,n and groug =12,... K.

The design matrixX is a matrix built of kK blocks of n rows andk
columns each. Inj th block the j th column is a column of ones, and the other
columns are zero; hence theh block is:
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Profile

maen of heigh

Figure 1. The profile of all generated tree heights fromrfiuaft classes

0O ..1..0
0 .. 1.0
0..1..0
The matrix of unknown parametegscan be written as

511 flp
E=| ... o o,
Ea o o
where {jh (j=12,...k, h=12,...,p) is as above.
Application of longitudinal analysis makes it pddsito assess differences
between average increments of trees dependingwroemental conditions as
well as time. Three hypothesis are verified here:

511_512 5k1_<(k2
1) Ho.: =...= , (2)
qtlp—l - flp fkp—l - qtkp

) Hy: éf”‘ == éfkh , @3)



Application of longitudinal analysis — simulatedaa 125

3) HO3:i{j1:...:fj{jp. (4)
j=1 j=1

In (2) it is examined whether the differences betwva consecutive time point
are the same for all of a group. This means thatptrallelism of profiles is
checked. In the figure 1 the profile (mean heigiitsees at each time point, i.e.
year) are given for all generated tree heightsgedun four Kraft classes.

The hypothesis (2) can be written in matrix form @€ M , where the
(k =1 xk matrix C is the matrix of contrasts for groups

1 -1 0 .. O]

O 1 -1 .. 0
C=

0 0 O -1

and thepx(p—1) matrix M is the matrix of contrasts for time points, namely

1 0 - 0
-1 1 - 0
M= 0 -1 - O0f.
o2 .0
0O 0 - -1

In order to verify (2), one-factor multivariate &ms of variance is used for
p-1 differences of expectations for consecutive vaggltime points) in each

of the groups. The largest root of R&= A, /(1-A,) (Krzysko, 2000 p. 194),

based on the largest eigenvalde of matrix HE‘1, whose dimensions are

(p—Dx(p—-21, must be determined for this purpose, where
H=M"'(Y'X(X'X)™C)[C(X'X)CTC(X'X)™X"Y)M

S YLyt (5)
E=M{Y'[l =X(X'X)*X']Y}M

The hypothesis (2) should be rejected if the caleal value of statistidd
exceeds the table value, wheB=min(k -1 p-1), M =(k-p/-1)/2 and
N =(nk—-k-p)/2 (Krzysko, 2000 p. 330).
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If there is no reason to reject the hypothesis t®8), hypothesis (3) of the
equality of group effects (equality of profile) shd be verified. This hypothesis
is checked by means of one-dimensional one-factalysis of variance
(Morrison, 1990). The matrix form of this hypothes CEm,, wherem, is
the column vector composed @ ones. MatricedH and E are calculated by
the formulas (5), substituting vecton, in the place of matri¥M (in this case
matrices H and E have dimension (#1)). Similarly as in the case of
hypothesis (2) the only nonzero eigenvalue of thatrimn HE ™ can be
calculated and compared with the critical valu¢hefbeta distribution. Because
in this caseS=min(l, p—1) =1, it should be better to verify this hypothesis
with analysis of variance conducted for the vaegabthat are the sum of
observationsy; =X\, V;, - If the hypothesis is rejected then in order tufi
significant differences among groups the Scheftervals can be used. The
critical value for construction of Scheffe intervadre determined by the
following formula

tctit,g = \/(k _1) I:0/:k—1,nk—k ! (6)

and the test statistics for the comparison of coutsee groups ( with | +1,
wherel =1,...,k —1) take the form

— } n
tI,g:Cka ZMSE’ (7)

where MSE is the mean square for the error, is thel th row of matrixC,

and Yy, is a vector whose elements are the meﬁmsz(np)‘lzi“:lZﬁzlyijh
(j=1...k).

Next the hypothesis (4) of equality of expectatiopsof time points is
verified. The matrix form for this hypothesisdés& M , wherec, is the vector
composed ok ones. To comment on the equality of these expentatheT?
Hotelling statisticis used. Becausé& = min(k —11) =1, matrix HE™ has
only one nonzero eigenvalue, on which the tesissitats based:

T? =[(nk-k)nKly ,'"ME"M' Y, (8)
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where the elements of vectoy, are the meansy , :(nk)‘lz{‘zlz'jzlyijh
(h=1,...,p). If the above hypothesis is rejected, then midtqpmparisons of
time point expectations are performed using modifidotelling statistics
(Morion, 1990 str. 208).

The critical value for simultaneous comparisonimiet points is

tcrit,t = \/(p_l)(nk_ k) F

(9)

nk—k—p+2 Ptk

and the statistic for théth (I =1,...,p—1) comparison (contrasy, —Y,,,) is

as follows
my nk
"7P\'m', Var m,

where m, is the | th column of matrixM , Y is as above and/ar is the
covariance matrix among time points.

: (10)

If there is no interaction between time points @ndups, then hypothesis
(2) is rejected. At least for one group the depandeof height increments on
time is different than for the remaining ones. Muwer, the rejection of
hypothesisH,, automatically causes the rejection of hypothddgsand H,.
Then, using for example simultaneous Roy confidéntarvals (also used for
multiple comparison in multivariate analysis of iaaice), the groups that
influenced the rejection of (2) should be found (Mon, 1990 p. 302).

If hypothesis (2) is rejected, then the equality gwbups is checked
separately for each time point using one-dimensional analysis of variance
and multiple comparison for groups. In the caseefifction of the hypothesis of
equality of group effects (3), multiple comparisat®uld be performed using
Scheffe confidence intervals. Similar procedurepuh be applied for
examination of the equality of expectations cal@dafor consecutive time
points separately for each group. In this case thee-sample
sz =ny,'M(M'VarM)M'y, statistic is used [ =1,...,k). In this formula
Y, is the vector ofp meansy.;, = n‘lz{‘zlyijh (h=1,...,p) and Var is the
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covariance matrix among time points in thgth group. The method of
calculation of the above statistic and appropriatiical value T, are given in
the paper by Graczyk et al. (2010). The statistic the Ith (I =1,...,p—1)
comparison (contrasty; =y ,;,,) is as follows T, :‘m‘l VW‘,
wherem, is thel th column of matrixM .

Similarly, in the situation where the hypotheslis, is not rejected but one
of the hypothese$l,, and H; (or both) is rejected, the significant differences
among groups and time points are calculated. ksrpilrpose Roy and Bose’s
(1953) intervals are used, in the same way asdrtése of rejection of all three
hypotheses. The method for determining intervalgii®en in the paper by
Graczyk et al. (2010).

In the case of the discussed trial, in the modegm@ havei =12,...30,

] =212,...4, h=12,....;7. The matrixZ is column full rank,r(Z) =7.

The matrix of unknown parameters is:

_'511 512 517_
521 522 527
§= -
531 532 537
_'541 542 '547_

In our trial the hypothesis (2) takes the form:
511_512 521_522 531_532 541_542
. 512_513 522_523 532_533 542_543

Ho, = = = . @AY
516_517 526_527 536_537 546_547
511_512
512 _513

For example, vecto means the differences of height increments of

'?(16 _517

trees at seven successive time points for thedarsial position group.
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The hypothesis (3) regarding equality of effecteash of the four groups is

7 7
Hoy :Zflh = Z{Zh =
h=1 h=1

Z{Sh :Z{4h :

h=1

(12)

Shaly =& +E, ..+ &, means the sum of tree height increments at
successive time points for the first group. Hypeibé4) takes the form

4 4 4
HeD &= &2 == &7 s
j=1 j=1 j=

Yialp =&y tEy +Ey + &, means the sum of average increments of tree

heights at the first time point for four groups.

4. Results

(13)

At the significance levelr = 005 it was verified that the measurement error
vectors were not correlated, i.e. they were inddpenh The correlation

coefficients and theip -values are presented in Table 1.

Table 1.Partial correlation coefficients apevalue of error vectors (the number

of degrees of freedom is 116)

Time 2 3 4 5 6 7
point
Correlation coefficient 1 1 -0.135 0.079 0.160 0.035 0.155 0.117
p-value 0.148 0.397 0.086 0.703 0.096 0.211
Correlation coefficient 5 1 -0.004 0.033 0.080 0.230-0.252
p-value 0.965 0.726 0.392 0.013 0.006
Correlation coefficient 3 1 0.0642 0.061 -0.167 -0.052
p-value 0.492 0.513 0.073 0.581
Correlation coefficient 4 1 -0.007 0.021 0.077
p-value 0.938 0.825 0411
Correlation coefficient 5 1 0.051 -0.083
p-value 0.587 0374
Correlation coefficient 6 1 -0.065
p-value 0.482

Italics — significant coefficients at the leval= 005.
Using the multivariate test of Royston (1983) iaswverified, at the
significance level a = 005, that the errors had a normal multivariate
distribution with zero expectation and equal caaace matrices. The value of
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Royston’s test statistic wa&* =10.861 and the critical table value was
X2 =14.067.

For data related to the four Kraft classes a prddihalysis was applied for
model (1). The largest root of Rd based on the largest eigenvalue of matrix
HE ™ was #=0.859. The critical table value (for paramet&s- 3, M =1,

N =545) was §_,= 0.167 (Krzgko, 2000 p. 331). Thus the hypothesis (2) of
profile equality was rejected at the significaneedl @ = 005. Simultaneously
the hypotheses of equality of profiles (3) and iofet point effects (4) were
rejected.

In order to find which tree groups (Kraft classé@juenced the lack of
profile equality we used confidence intervals (Mori1900 paragraph 5.5). The
critical value for differences between classes tygg =2.8370. The values of
test statistics were respectively 3.859 for the ganson of class | and Il, 5.450
for the comparison of class Il and Il and 4.134 tlee comparison of class |l
and IV. The results of comparisons of groups assgmted in Table 2. Kraft
classes formed pairs of homogeneous groups.

Table 2. Multivariate multiple comparisons for groups ofese- Kraft classes.
The hypothesis (3) is rejected

Group — Kraft clas I Il i v
e a
Homogeneous b
group
c c

As the hypothesis (4) was rejected it means tha points (years) differed

significantly. The critical value for their conttaswast,,=3.7695, and the

crit,t
statistic values for consecutive contrasts arerginelable 3.
Since all the hypotheses were rejected, separalgsas should be carried

out for each class and each year.



Application of longitudinal analysis — simulatedaa 131

Table 3.Comparisons (contrasts) of consecutive measureyeans — time points
t.i = 3.7695. The hypothesis (4) is rejected

contrasts | 1-2 2-3 3-4 4-5 5-6 6-7

t, ‘ 7.688 6.261 9.820 6.973 7.914 4.775

In the first step there were performpd= 7 one-dimensional analyses of
variance, separately for each measurement yearder to verify equality of
groups. The results are presented in Table 4. énthird, fourth, sixth and
seventh measurement years all groups significadiffered from each other,
however in the first and second year classes |laras well as Il and IV
constituted homogeneous groups, and in the fifdr paly classes | and 1.

Table 4. The homogeneous groups for Kraft classes in cotiseameasurement years
— time points

Time point of height measurements

1 2 3 4 5 6 7
“E | a a a a a a a
>|4 ? I a a b b a b b
g S c c b c ¢
o
) v d d c d d

In the second step the profile analysis was pedrseparately for each of
the four Kraft classes. The statistid? for all classes exceeded the critical
value (the boundary significance levgb-value—was in each case smaller than
0.0001), therefore for each group the null hypathed lack of differences
between years was rejected. The statistic val'tliésin the groups were
respectively: class | 2736.25, class Il 547.73s<xldl 3962.83, class IV 687.47,
and the critical value wasT;, =18.184, for a=005 and p-1=6,
n-p+1=24 degrees of freedom for the numerator and denoortinat
respectively.

In order to evaluate which years differed signifita in particular groups,
Scheffe intervals were defined for comparisons betw consecutive
measurement years (for particular contrasts). Inlé€l'&, instead of intervals,
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there are given the values df statistics together with the corresponding
critical value T, =+/TZ, . In group | (Kraft class) year 1 and 2 as welldas
and 5 did not differ significantly, while in groulp there were no notable
differences between years — all contrasts wergnifsgiant. In class Ill there
were no significant differences between years 34ad well as 6 and 7, while
in class IV significant differences were found offity the contrast between

years 3 and 4.

Table 5. Statistic values for comparisons (contrasts) osegntive measurement years
in groups — Kraft classe3,; =4.264313

_ ) Group — Kraft class
Points of time

I I 1] v
1-2 4.24 3.58 4.56 291
2-3 5.80 1.51 5.47 1.91
3-4 8.07 3.91 3.05 6.26
4-5 2.00 4.08 5.69 2.57
5-6 8.11 2.46 5.20 1.68
6-7 5.57 1.38 2.74 2.32

5. Conclusions

The analysis leads to the conclusion that tree hheiigcrements were not
parallel in all groups, i.e. the Kraft classesaliffd regarding the increments of
the studied characteristics. Moreover, both Krdlisses and consecutive
measurement years showed that they formed homogsrggoups joining two
neighboring classes in pairs, which is a relativedyural conclusion and proves
that the method applied for the classification reles was adequate. All con-
trasts between consecutive years were signifiddrgtefore it can be concluded
that weather conditions significantly influenceeetheight increments.
The comparisons between groups performed separafety each

measurement year showed that in four out of sewsarsyno homogeneous
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groups were found and each Kraft class differethftibe others significantly. In
the two first measurement years there were foura hamogeneous groups:
one consisting of classes | and Il and the othetaxfses Ill and IV. Therefore it
may be stated that the division of trees into gsowas formed in the initial
period (when the trees were 18-19 years old) anthénlater period this
division was sustained. It must be added, howedfat,this does not provide a
complete picture of changes between the groupse sinthe production forests
dried trees are immediately removed and there dat@ regarding such units.

Due to the fact that all consecutive measuremeatsydiffered from each
other significantly regarding the studied tree eltaristics, the comparisons
between years were conducted separately for eaath #ass. It appeared that
in group Il and IV most years (compared in pairs) wot differ significantly.
However, in the other groups the situation wasofygosite. The results may be
partly explained by the natural tendency of doningatrees to grow faster and
of the weaker trees (from class IV) to have smaled smaller height
increments, consequently leading to their beconding However, the height
increment of trees is influenced not only by thedcial position, but also by
their age, the weather conditions and many otletorfs.
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