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analysis is based on our new idea of restricted convergence do-
mains. Using this idea, we obtain a more precise information on
the location of the iterates than in earlier studies leading to smaller
majorizing functions. This way, our approach has the following
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studies: A large radius of convergence and more precise estimates
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1 Introduction

In this paper we are concerned with the problem of approximating a solution
x∗ of the nonlinear least squares problem:

minG(x) :=
1

2
F (x)TF (x), (1.1)

where F is Fréchet-differentiable defined on Rn with values in Rm, m ≥ n.
The solution of these problems are very important in computational sciences
and other disciplines [2, 9, 10, 12, 15] and the solution of these problems can
be found in closed form only in special cases. In computational sciences the
practice of numerical analysis is essentially connected to variants of Newton’s
method [1]- [15]. In the present paper we consider the local convergence of
inexact Gauss-Newton method (IGNM) for solving problem (1.1). Define the
method as:

For k = 0 step 1 until convergence do.
Find the step ∆k which satisfies

Bk∆k = −F ′(xk)TF (xk) + rk, where
‖rk‖

‖F ′(xk)TF (xk)‖
≤ ηk.

(1.2)
Set xk+1 = xk + ∆k.

Here, {ηk} is a sequence of forcing terms such that ηk ∈ [0, 1] for each k.
IfBk = F ′(xk)

TF (xk), the process is called inexact Gauss-Newton method
IGNM. Moreover, it is called inexact Gauss-Newton-like method IGNLM, if
Bk = B(xk) approximates F ′(xk)

TF (xk). There is a plethora of convergence
results for IGNM and IGNLM under various Lipschitz-type conditions [1]-
[15]. Recently, studies have been focused on the analysis of stopping residual

controls ‖rk‖
‖F (xk)‖

≤ ηk and its effect on convergence properties [1,4,6–9,11,12]
by considering iterative form where a scaled residual control is performed at
each iteration as follows:

For k = 0 step 1 until convergence do.
Find the step ∆k which satisfies

Bk∆k = −F (xk) + rk, where
‖Pkrk‖
‖PkF (xk)‖

≤ θk. (1.3)

Set xk+1 = xk + ∆k.
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Here, Pk ∈ L(Rm,Rn) for each k.
In this work, we are motivated by the works by J. Chen [6–8] and opti-

mization considerations. We show the advantages as stated in the abstract
of this paper by considering more precise convergence domains where the
iterates are located than in earlier studies such as [6–8] leading to tighter
majorizing sequences.

The paper is organized as follows. Some auxiliary results on Moore-
Penrose inverses and some Lemmas that shorten the proofs to follow are
given in Section 2. The local convergence of IGNM and IGNLM is presented
in Section 3. Special cases, numerical examples and favorable comparisons
of our work over earlier ones such as [6–8,11] are given in Section 4. Finally,
the paper ends with a conclusion in Section 5.

2 Auxiliary Results

Let U(x, r) and U(x, r) stand, respectively, for the open and closed ball in
Rn with center x and radius r > 0. Let Rm×n denote the set of all m × n
matrices A. We denote by A† the Moore-Penrose inverse of matrix A [13,14].
If A has full rank, i.e., if rank(A) = min{m,n} = n, then A† = (ATA)−1AT .
Next, we present some standard Lemmas.

Assumption 2.1. [13]. Suppose that A,E ∈ Rm×n, B = A+E, ‖A†‖‖E‖ < 1,
rank(A) = rank(B), then

‖B†‖ ≤ ‖A†‖
1− ‖A†‖‖E‖|

. (2.1)

Moreover, if rank(A) = rank(B) = min{m,n}, then

‖B† − A†‖ ≤
√

2‖A†‖2‖E‖
1− ‖A†‖‖E‖|

. (2.2)

Assumption 2.2. [13]. Suppose that A,E ∈ Rm×n, B = A+E, ‖EA†‖‖E‖ <
1, rank(A) = n, then rank(B) = n.

From now on L0, L and L1 are positive integrable and nondecreasing
functions on the interval [0, r], r ∈ [0, R] for some fixed R > 0. Next, we
need results involving weak Lipschitz condition in the case F ′(x)† = F ′(x)−1.

Assumption 2.3. Suppose that: F is continuously Fréchet-differentiable in
U(x?, r), F (x?) = 0, F ′(x?) has full rank:
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(i) F ′ satisfies the center-Lipschitz condition with L0 average:

‖F ′(xθ)−F ′(x?)‖ ≤
∫ θs(x)

0

L0(u)du for each x ∈ U(x?, r), 0 ≤ θ ≤ 1,

(2.3)
where xθ = x? + θ(x − x?), s(x) = ‖x − x?‖ and L0 is a positive
integrable function. Moreover, suppose that there exists r0 ∈ (0, r)
such that for β = ‖F ′(x?)†‖,

β

∫ r0

0

L0(u)du < 1. (2.4)

Then,∫ 1

0

‖F ′(xθ)− F ′(x?)‖s(x)dθ ≤
∫ s(x)

0

L0(u)(s(x)− u)du. (2.5)

and

‖F ′(y)†F (x)‖ ≤
‖x− x?‖+ β

∫ s(x)
0

L0(u)(s(x)− u)du

1− β
∫ s(y)
0

L0(u)du
(2.6)

for each x and y ∈ U(x?, r0).

(ii) If F ′ satisfies the radius Lipschitz condition with the L average:

‖F ′(x)−F ′(xθ)‖ ≤
∫ s(x)

θs(x)

L(u)du for each x and y ∈ U(x?, r0), 0 ≤ θ ≤ 1,

(2.7)
where L is a positive integrable function. Then,∫ 1

0

‖F ′(x)− F ′(xθ)‖s(x)dθ ≤
∫ s(x)

0

L(u)udu. (2.8)

Moreover, suppose that
L0(u) ≤ L(u) (2.9)

and (2.4) hold for each u ∈ [0, r0]. Then,

‖F ′(x)†F (x)‖ ≤ s(x) +
β
∫ s(x)
0

L(u)udu− β
∫ s(x)
0

(L(u)− L0(u)s(x)du

1− β
∫ s(x)
0

L0(u)du

≤ s(x) +
β
∫ s(x)
0

L(u)udu

1− β
∫ s(x)
0

L0(u)du
(2.10)

for each x ∈ U(x?, r0).
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Proof. (i) See [6], but use (2.3) instead of (2.7) for inverses.
(ii) Using (2.7), we obtain in turn∫ 1

0

‖F ′(x)− F ′(xθ)‖s(x)dθ ≤
∫ 1

0

∫ s(x)

θs(x)

L(u)dus(x)dθ

=

∫ s(x)

0

L(u)udu,

which shows (2.8). Moreover, since F ′(x?) has full rank, it follows from
Lemmas 2.1, 2.2, 2.3 and

‖F ′(x?)†‖‖F ′(x)− F ′(x?)‖ ≤ β

∫ s(x)

0

L0(u)du < 1 for each x ∈ U(x?, r0)

that F ′(x) has full rank and

‖[F ′(x)TF ′(x)]−1F ′(x)T‖ ≤ β

1− β
∫ s(x)
0

L0(u)du
for each x ∈ U(x?, r0).

(2.11)
Notice that we have the estimates

F ′(y)†F ′(xθ) = I − F ′(y)†(F ′(y)− F ′(xθ)) (2.12)

and

F ′(y)†F (x) = F ′(y)†(F (x)− F (x?))

=

∫ 1

0

F ′(y)†F ′(xθ)dθ(x− x?). (2.13)

Then, in view of (2.8), (2.11)-(2.13), we get in turn that

‖F ′(x)†F (x)‖ = ‖
∫ 1

0

(I − F ′(x)†(F ′(x)− F ′(xθ)))dθ(x− x?)‖

≤ (1 + ‖F ′(x)†‖
∫ 1

0

‖F ′(x)− F ′(xθ)‖dθ)‖x− x?‖

which implies (2.10).

REMARK 2.4. If F ′ satisfies the radius condition with L1 average on U(x0, r),
then, F ′ satisfies the center Lipschitz condition with L0 average but not nec-
essarily vice versa even if L0 = L1. Notice also that in general

L0(u) ≤ L1(u) and L(u) ≤ L1(u) for each u ∈ [0, r0] (2.14)
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holds and L1

L0
can be arbitrarily large (see, the numerical examples at the end

of the paper). If L0 = L = L1, then, our results reduce to the corresponding
ones in Lemma 2.3 [6]. Otherwise, i.e., if strict inequality holds in (2.14),
then our estimates (2.4), (2.5), (2.6) and (2.10) are more precise than the
corresponding ones obtained from the preceding ones for L0 = L, or L0 =
L1( see (3.1)-(3.4) given in [6]). This improvement is obtained under the
same computational cost, since the computation of function L1 involves the
computation of L0 or L (as a special case). Moreover, this modification leads
to the advantages as already stated in the abstract of the paper.

Next, we complete this section with two auxiliary results involving func-
tions appearing in the convergence analysis that follows in the next section.

Assumption 2.5. [8] Let

ϕ(t) :=
1

tα

∫ t

0

L(u)uα−1du, α ≥ 1, 0 ≤ t ≤ r, (2.15)

where L is a positive integrable function and monotonically increasing in
[0, r]. Then, function ϕ is nondecreasing for each α.

Assumption 2.6. [8] Let

ψ(t) :=
1

t2

∫ t

0

L(u)(αt− u)du, α ≥ 1, 0 ≤ t ≤ r, (2.16)

where L is as in Lemma 2.5. Then, function ψ is monotonically increasing.

3 Local convergence analysis

We present the local convergence analysis of IGNM and IGNLM. The proof
are analogous to the corresponding ones in [6], where we replace old estimates

β

∫ s(x)

0

L(u)du < 1, (3.1)

∫ 1

0

‖F ′(xθ)− F ′(x?)‖s(x)dθ ≤
∫ s(x)

0

L(u)(s(x)− u)du, (3.2)

‖F ′(y)†F (x)‖ ≤
‖x− x?‖+ β

∫ s(x)
0

L(u)(s(x)− u)du

1− β
∫ s(y)
0

L(u)du
(3.3)
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and

‖F (x)†F (x)‖ ≤ s(x0) +
β
∫ s(x)
0

L(u)du

1− β
∫ s(x)
0

L(u)du
(3.4)

by the new and more precise (2.4), (2.5), (2.6) and (2.10), respectively.
Next, we present the local convergence analysis of IGNM followed by the

corresponding local convergence analysis of IGNLM.

THEOREM 3.1. Suppose x? satisfies (1.1), F has a continuous derivative,
has full rank and F ′(x) satisfies the radius Lipschitz condition with L aver-
age and the center-Lipschitz condition with L0 average where L and L0 are
nondecreasing and (2.9) holds. Assume Bk = F ′(xk)

TF ′(xk), for each k in
(1.3),

vk = θk‖(PkF ′(xk)TF ′(xk))−1‖‖PkF ′(xk)TF ′(xk)‖ = θkCond(PkF
′(xk)

TF ′(xk))

with vk ≤ v < 1. Let r0 > 0 satisfy

(1 + v)
β
∫ r0
0

L(u)udu

r(1− β
∫ r0
0

L0(u)du)
+

√
2cβ2

∫ r0
0

L0(u)du

r(1− β
∫ r0
0

L0(u)du)
+ v ≤ 1. (3.5)

Then IGNM is convergent for all x0 ∈ U(x?, r0) and

‖xk+1 − x?‖ ≤ (1 + v)
β
∫ s(x0)
0

L(u)du

s(x0)2(1− β
∫ s(x0)
0

L0(u)du)
‖xk − x?‖2

+

( √
2cβ2

∫ s(x0)
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)
+ v

)
‖xk − x?‖, (3.6)

where c = ‖F (x?)‖, β = ‖(F ′(x?)TF ′(x?))−1F ′(x?)T‖,

q = (1 +v)
β
∫ s(x0)
0

L(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)
+

√
2cβ2

∫ s(x0)
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)
+v < 1.

(3.7)

Proof. Let x0 ∈ U(x?, r0) where r satisfies (2.8), from the monotonicity of
L0,L, (2.4) and Lemma 2.5, we have in turn

q = (1 + v)
β
∫ s(x0)
0

L(u)du

s(x0)2(1− β
∫ s(x0)
0

L0(u)du)
s(x0) +

√
2cβ2

∫ s(x0)
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)
+ v

< (1 + v)
β
∫ r0
0

L(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)
+

√
2cβ2

∫ r0
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)
+ v ≤ 1
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and

‖[F ′(x?)TF ′(x?)]−1F ′(x?)T‖‖F ′(x)− F ′(x?)‖ ≤ β

∫ s(x0)

0

L0(u)du

≤ β

∫ r0

0

L0(u)du < 1,

for each x ∈ U(x?, r0).

That is , q given by (3.7) is less than 1.

By Lemma 2.1 and 2.2, F ′(x) has full rank for each x ∈ U(x?, r0) and

‖[F ′(x)TF ′(x)]−1F ′(x)T‖ ≤ β

1− β
∫ s(x0)
0

L0(u)du
,

for each x ∈ U(x?, r0),

‖[F ′(x)TF ′(x)]−1F ′(x)T − [F ′(x?)TF ′(x?)]−1F ′(x?)T‖ ≤
√

2β2
∫ s(x)
0

L0(u)du

1− β
∫ s(x)
0

L0(u)du
,

for each x ∈ U(x?, r0).

Then, if xk ∈ U(x?, r0), we have by (1.2) in turn that

xk+1 − x? = xk − x? − F ′(xk)†(F (xk)− F (x?)) + (F ′(xk)
TF ′(xk))

−1rk

= F ′(xk)
†
∫ 1

0

(F ′(xk)− F ′(xθ))(xk − x?)dθ

+(F ′(xk)
TF ′(xk))

−1P−1k Pkrk + (F ′(x?)TF ′(x?))−1F ′(x?)TF (x?)

−(F ′(xk)
TF ′(xk))

−1F ′(xk)
TF (x?).
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Hence, by Lemma 2.3 and conditions (2.8) and (2.3) we obtain

‖xk+1 − x?‖ ≤ ‖F ′(xk)†‖
∫ 1

0

‖F ′(xk)− F ′(xθ)‖‖xk − x?‖dθ

+θk‖(F ′(xk)TF ′(xk))−1‖‖PkF ′(xk)TF ′(xk)‖
+‖(F ′(xk)TF ′(xk))−1F ′(x?)T − (F ′(xk)

TF ′(xk))
−1F ′(xk)

T‖‖F (x?)‖

≤ β

1− β
∫ s(xk)
0

L0(u)du

×
∫ 1

0

∫ s(xk)

θs(xk)

L(u)dus(xk)dθ + θk‖(PkF ′(xk)TF ′(xk))−1‖

×‖PkF ′(xk)TF ′(xk)(F ′(xk)TF ′(xk))−1F ′(xk)TF (xk)‖

+

√
2cβ2

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

≤
β
∫ s(xk)
0

L(u)du

1− β
∫ s(xk)
0

L0(u)du
+ θkCond(PkF

′(xk)
TF ′(xk))

×

(
s(xk) +

β
∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

)

+

√
2cβ2

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

≤ (1 + vk)
β
∫ s(xk)
0

L(u)du

1− β
∫ s(xk)
0

L0(u)du
+ vks(xk)

+

√
2cβ2

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du
.

Taking k = 0 above, we obtain ‖x1 − x?‖ ≤ q‖x0 − x?‖ < ‖x0 − x?‖. That
is x1 ∈ U(x?, r0). By mathematical induction, all xk belong to U(x?, r0) and
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s(xk) = ‖xk− x?‖ decreases monotonically. Therefore, for all k ≥ 0, we have

‖xk+1 − x?‖ ≤ (1 + vk)
β
∫ s(xk)
0

L(u)du

s(xk)2(1− β
∫ s(xk)
0

L0(u)du)
s(xk)

2

+vks(xk) +

√
2cβ2

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

≤ (1 + v)
β
∫ s(xk)
0

L(u)du

s(xk)2(1− β
∫ s(xk)
0

L0(u)du)
s(xk)

2

+

(
v +

√
2cβ2

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

)
s(xk).

�

THEOREM 3.2. Suppose x? satisfies (1.1), F (x?) = 0, F has a continuous
derivative, has full rank and F ′(x) satisfies the center Lipschitz condition
(2.3) with L0 average where L0 is nondecreasing and (2.9) holds. Assume
Bk = F ′(x0)

TF ′(x0), for each k in (1.3),

vk = θk‖(P0F
′(x0)

TF ′(x0))
−1‖‖P0F

′(x0)
TF ′(x0)‖ = θkCond(P0F

′(x0)
TF ′(x0))

with vk ≤ v < 1. Let r0 > 0 satisfy

(1 + v)
β
∫ r0
0

L0(u)(r0 − u)du

r(1− β
∫ r0
0

L0(u)du)
+
v + β

∫ r0
0

L0(u)du

1− β
∫ r0
0

L0(u)du)
≤ 1. (3.8)

Then Modified Inexact Gauss-Newton Method(MIGNM) is convergent for
all x0 ∈ U(x?, r0) and

‖xk+1 − x?‖ ≤ (1 + v)
β
∫ s(x0)
0

L0(u)(s(x0)− u)du

s(x0)2(1− β
∫ s(x0)
0

L0(u)du)
‖xk − x?‖2

+
v + β

∫ s(x0)
0

L0(u)du

1− β
∫ s(x0)
0

L0(u)du
, (3.9)

is less than 1.

Proof. Simply replace L1 by L0 in the proof of Theorem 3.2 in [6] or see
the proof in [1]. �

Next, we preset the corresponding results for Inexact Gauss-Newton-Like
Method IGNLM, where Bk = B(xk) approximates F ′(xk)

TF ′(xk).
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THEOREM 3.3. Suppose x? satisfies (1.1), F has a continuous derivative, full
rank and F ′(x) satisfies the radius Lipschitz condition (2.8) with L average
and the center Lipschitz condition with L0 average where L and L0 are
nondecreasing and (2.9) holds. Let B(x) be invertible and

‖B(x)−1F ′(x)TF ′(x)‖ ≤ ω1, ‖B(x)−1F ′(x)TF ′(x)− I‖ ≤ ω2, (3.10)

vk = θk‖(PkF ′(xk)TF ′(xk))−1‖‖PkF ′(xk)TF ′(xk)‖ = θkCond(PkF
′(xk)

TF ′(xk))
with vk ≤ v < 1. Let r0 > 0 satisfy

(1+v)
βω1

∫ r0
0

L(u)udu

r0(1− β
∫ r0
0

L0(u)du)
+ω2+ω1v+

√
2β2ω1

∫ r0
0

L0(u)du

r0(1− β
∫ r0
0

L0(u)du))
≤ 1. (3.11)

Then IGNLM is convergent for all x0 ∈ U(x?, r0) and

‖xk+1 − x?‖ ≤ (1 + v)
βω1

∫ s(x0)
0

L(u)udu

s(x0)2(1− β
∫ s(x0)
0

L0(u)du)
‖xk − x?‖2 (3.12)

+

(
ω2 + ω1v +

√
2β2ω1

∫ s(x0)
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)

)
‖xk − x?‖

where c = ‖F (x?)‖, β = ‖[F ′(x?)TF ′(x?)]−1F ′(x?)T‖,

q = (1 + v)
βω1

∫ s(x0)
0

L(u)udu

s(x0)(1− β
∫ s(x0)
0

L0(u)du)

+ω2 + ω1v +

√
2β2ω1

∫ s(x0)
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)
(3.13)

is less than 1.

Proof. Let x0 ∈ U(x?, r0), where r0 satisfies (3.11), by the monotonicity of
L0, L, (2.14) and Lemma 2.5), we have

q = (1 + v)
βω1

∫ s(x0)
0

L(u)udu

s(x0)2(1− β
∫ s(x0)
0

L0(u)du)
s(x0)

+ω2 + ω1v +

√
2β2ω1

∫ s(x0)
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)

< (1 + v)
βω1

∫ r0
0

L(u)udu

r20(1− β
∫ r0
0

L0(u)du)
r0

+ω2 + ω1v +

√
2β2ω1

∫ r0
0

L0(u)du

r0(1− β
∫ r0
0

L0(u)du)
≤ 1,
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and

‖[F ′(x)TF ′(x)]−1F ′(x)T‖‖F ′(x)− F ′(x?)‖ ≤ β

∫ s(x)

0

L0(u)du

≤ β

∫ r0

0

L0(u)du < 1,

for each x ∈ U(x?, r0).

That is, q given by (3.13) is less than 1.

Since F ′(x), x ∈ U(x?, r0) has full rank by Lemma 2.1 and 2.2, we have

‖[F ′(x)TF ′(x)]−1F ′(x)T‖ ≤ β

1− β
∫ s(x)
0

L0(u)du
, for each x ∈ U(x?, r0)

‖[F ′(x)TF ′(x)]−1F ′(x)T − [F ′(x?)TF ′(x?)]−1F ′(x?)T‖ ≤
√

2β2
∫ s(x)
0

L0(u)du

1− β
∫ s(x)
0

L0(u)du
,

for each x ∈ U(x?, r0).

Then, if xk ∈ U(x?, r0), we have by (1.2) in turn that

xk+1 − x? = xk − x? −B−1k F ′(xk)
T (F (xk)− F (x?)) +B−1k rk

= xk − x? −
∫ 1

0

B−1k F ′(xk)
TF ′(xθ)(xk − x?)dθ

+B−1k P−1k Pkrk +B−1k F ′(xk)
TF (xk){[F ′(x?)TF ′(x?)]−1F ′(x?)TF (x?)

−(F ′(xk)
TF ′(xk))

−1F ′(xk)
TF (x?)}

= B−1k F ′(xk)
TF ′(xk)

∫ 1

0

F ′(xk)
†(F ′(xk)− F ′(xθ))(xk − x?)dθ

−B−1k (F ′(xk)
TF ′(xk)−Bk)(xk − x?) +B−1k P−1k Pkrk

+B−1k F ′(xk)
TF (xk){[F ′(x?)TF ′(x?)]−1F ′(x?)TF (x?)

−(F ′(xk)
TF ′(xk))

−1F ′(xk)
TF (x?)}.
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In vieq of Lemma 2.3 and conditions (2.8) and (2.3) we obtain

‖xk+1 − x?‖ ≤ ‖B−1k F ′(xk)
TF ′(xk)‖‖

∫ 1

0

‖F ′(xk)†‖‖F ′(xk)− F ′(xθ)‖‖xk − x?‖dθ

+‖B−1k (F ′(xk)
TF ′(xk)−Bk)‖‖xk − x?‖

+θk‖B−1k P−1k ‖‖PkF
′(xk)

TF ′(xk)‖
+‖B−1k F ′(xk)

TF ′(xk)‖‖[F ′(x?)TF ′(x?)]−1F ′(x?)T

−[F ′(xk)
TF ′(xk)]

−1F ′(xk)
T‖‖F ′(x?)‖

≤ βω1

1− β
∫ s(xk)
0

L0(u)du

∫ 1

0

∫ s(xk)

θs(xk)

L(u)dus(xk)dθ

+ω2s(xk) + θk‖B−1k F ′(xk)
TF ′(xk)‖

×‖(PkF ′(xk)TF ′(xk))−1‖‖F ′(xk)†F (xk)‖

+

√
2cβ2ω1

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

≤
βω1

∫ s(xk)
0

L(u)du

1− β
∫ s(xk)
0

L0(u)du

+ω1vk

(
s(xk) +

β
∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

)

+ω2s(xk) +

√
2cβ2ω1

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du

≤ (1 + vk)
βω1

∫ s(xk)
0

L(u)du

1− β
∫ s(xk)
0

L0(u)du
+ (ω2 + ω1vk)s(xk)

+

√
2cβ2ω1

∫ s(xk)
0

L0(u)du

1− β
∫ s(xk)
0

L0(u)du
.

If k = 0 above, we obtain ‖x1 − x?‖ ≤ q‖x0 − x?‖ < ‖x0 − x?‖. That is x1 ∈
U(x?, r0), this shows that (1.2) can be continued an infinite number of times.
By mathematical induction, all xk belong to U(x?, r0) and s(xk) = ‖xk−x?‖
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decreases monotonically. Therefore, for all k ≥ 0, we have

‖xk+1 − x?‖ ≤ (1 + vk)
βω1

∫ s(xk)
0

L(u)du

s(xk)2(1− β
∫ s(xk)
0

L0(u)du)
s(xk)

2

+(ω2 + ω1vk)s(xk) +

√
2cβ2ω1

∫ s(xk)
0

L0(u)du

s(xk)(1− β
∫ s(xk)
0

L0(u)du)
s(xk)

≤ (1 + v)
βω1

∫ s(x0)
0

L(u)du

s(x0)2(1− β
∫ s(x0)
0

L0(u)du)
s(xk)

2

+

(
ω2 + ω1v +

√
2cβ2ω1

∫ s(x0)
0

L0(u)du

s(x0)(1− β
∫ s(x0)
0

L0(u)du)

)
s(xk).

�

REMARK 3.4. If L0 = L1 our results reduce to the corresponding ones in [6]
which in turn improved earlier ones [7, 8, 11]. Otherwise, i.e., if L0 < L1 or
L0 < L, our results constitute an improvement with advantages as already
stated in the abstract of this paper.

4 Applications and Examples

Let all “L′′ functions be positive constant functions. Then, the following
corollaries are obtained.

COROLLARY 4.1. Suppose x? satisfies (1.1), F has a continuous derivative,
has full rank and F ′(x) satisfies the radius Lipschitz condition with L average

‖F ′(x)− F ′(xθ)‖ ≤ (1− θ)L‖x− x?‖, 0 ≤ θ ≤ 1, (4.1)

and the center Lipschitz condition with L0 average

‖F ′(x)− F ′(x?)‖ ≤ L0θ‖x− x?‖, (4.2)

where xθ = x? + θ(x− x?), s(x) = ‖x− x?‖ and (2.9) holds. Assume Bk =
F ′(xk)

TF ′(xk) for each k in (1.2), vk = θk‖[PkF ′(xk)TF ′(xk)]−1‖ = θkCond
(PkF

′(xk)
TF ′(xk)) with vk ≤ v < 1. Let r0 > 0 satisfy

r0 =
2(1− v −

√
2cL0β

2

β[(1 + v)L + 2(1− v)L0]
(4.3)
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where c = ‖F (x?)‖, β = ‖[F ′(x?)TF ′(x?)]−1F ′(x?)T‖. Then (IGNM) is con-
vergent for all x0 ∈ U(x?, r0),

q = v +
Lβ(1 + v)‖x0 − x?‖+ 2

√
2cL0β

2

2(1− L0β‖x0 − x?‖)
< 1, (4.4)

and the inequality (3.6) holds.

COROLLARY 4.2. Suppose x? satisfies (1.1), F (x?) = 0, F has a con-
tinuous derivative, full rank and F ′(x) satisfies the center Lipschitz con-
dition with Lipschitz condition with L0 average and (2.9) holds. Assume
Bk = F ′(x0)

TF ′(x0) for each k in (1.2),

vk = θk‖[P0F
′(x0)

TF ′(x0)]
−1‖‖P0F

′(x0)
TF ′(x0)‖ = θkCond(P0F

′(x0)
TF ′(x0))

with vk ≤ v < 1. Let r0 > 0 satisfy

r0 =
2(1− v)

βL0(5 + v)
(4.5)

where β = ‖[F ′(x?)TF ′(x?)]−1F ′(x?)T‖. Then (MIGNM) is convergent for all
x0 ∈ U(x?, r0),

q =
L0β‖x0 − x?‖+ v

1− L0β‖x0 − x?‖
+

L0β‖x0 − x?‖(1 + v)

2(1− L0β‖x0 − x?‖)
< 1, (4.6)

and the inequality (3.4) holds.

COROLLARY 4.3. Suppose x? satisfies (1.1), F has a continuous derivative
in U(x?, r) F ′(xk) has full rank and F ′(x) satisfies the radius Lipschitz con-
dition (4.1) with L average and the center Lipschitz condition (4.2) with L0

average and (2.9) holds. Assume B(x) and F ′(x)TF ′(x) satisfy (3.10),

vk = θk‖[PkF ′(xk)TF ′(xk)]−1‖‖PkF ′(xk)TF ′(xk)‖ = θkCond(PkF
′(xk)

TF ′(xk))

with vk ≤ v < 1. Let r0 > 0 satisfy

r0 =
2(1− vω1 − ω2 −

√
2cL0β

2ω1

β[(1 + v)ω1L + 2(1− ω2 − ω1v)L0]
(4.7)

where c = ‖F (x?)‖, β = ‖[F ′(x?)TF ′(x?)]−1F ′(x?)T‖. Then IGNLM is con-
vergent for all x0 ∈ U(x?, r0),

q = ω1v + ω2 +
Lβω1(1 + v)‖x0 − x?‖+ 2

√
2cL0β

2ω1

2(1− L0β‖x0 − x?‖)
< 1, (4.8)

and the inequality (3.12) holds.



32 I. K. Argyros and S. George An. U.V.T.

REMARK 4.4. (a) If, L0 = L1 the results reduce to the corresponding
ones in [6].

(b) The results of section 5 in [6–8] using only center-Lipschitz condition
can be improved with L0 replacing L.

Next, we complete this study with a numerical example where L0 < L.

EXAMPLE 4.5. Let m = n = 3, X = Y = R3, D = U(0, 1) and x? =
(0, 0, 0)T . Define function F on D for w = (x, y, z)T by

F (w) = (ex − 1,
e− 1

2
y2 + y, z)T . (4.9)

Then, the Fréchet derivative of F is given by

F ′(w) =

ex 0 0
0 (e− 1) y + 1 0
0 0 1


Notice that we have F (x?) = 0, F ′(x?) = F ′(x?)−1 = diag {1, 1, 1}, β = 1

and L0 = e − 1 < L = e
1
L0 < L1 = e, where r0 = 1

L0
< r = 1. Estimate

(2.9) holds as a strict inequality. Therefore, the new error bounds are more
precise than the old ones using only L1 [7–9] or L0 and L1 [4, 5].

More examples where L0 < L1 or L0 < L can be found in [2]- [5].

5 Conclusions

Under the hypothesis that F ′(x?)F ′ satisfies certain Lipschitz conditions, we
presented a more precise local convergence analysis for the inexact Gauss-
Newton method under the same computational cost as in earlier studies such
as [3,4,6–8,11] with advantages as stated in the abstract of this paper using
our new idea of restricted convergence domains. Numerical examples are
provided to show these advantages.
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