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#### Abstract

We describe here an optical device, based on time-delays, for solving the set splitting problem which is well-known NP-complete problem. The device has a graph-like structure and the light is traversing it from a start node to a destination node. All possible (potential) paths in the graph are generated and at the destination we will check which one satisfies completely the problem's constrains.


## 1 Introduction

Recently, an increased number of difficult (most of them being NP-complete [3]) problems have been proposed to be solved by using optical devices. Hamiltonian path $[2,25,29,30]$, traveling salesman $[2,13,14]$, subset sum $[2,17,23$, 26,22 ], exact cover [22, 27], Diophantine equations [24, 22], 3 -SAT [ $2,4,8,18$ ], SAT $[6,9,11,28]$, dominating set [7], prime factorization [20, 21], security [16], independent sets [19], graph colorability [5], k-clique [12], ultrafast arithmetic [15], abstract machines [10] are just few of the problems whose solution can be computed by using an optical device.

Here we show how to solve another problem, namely set splitting, which is an known NP-complete problem [3]. The underlying mechanism is to use

[^0]delays for encoding possible solutions. The approach here is derived from the solution for the subset sum problem [26]. The novelty consists in a special set of delays attached to each arc and a special set of moments when the solution is expected in the destination node.

The paper is organized as follows: Section 2 contains a description of the problem to be solved. Properties of the signal useful for our research and the operations performed on that signal are described in section 3. Section 4 deeply describe the proposed device. Details about the physical implementation are given in section 5. Complexity is discussed in section 6. The size of the instances that can be solved with this method is computed in section 7. A short discussion of the weaknesses of this method is given in section 8. Section 9 concludes our paper.

## 2 The set splitting problem

"Given a family F of subsets of a finite set $A$, decide whether there exists a partition of $A$ into two subsets $A_{1}, A_{2}$ such that all elements of $F$ are split by this partition, i.e., none of the elements of $F$ is completely in $A_{1}$ or $A_{2}$." $[3,31]$.

Set splitting is a NP-complete problem. No polynomial-time algorithm is known to exist for it.

The optical solution of the set splitting is based on the solution for the subset sum problem whose definition is given below:

Given a set of positive numbers $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ and another positive number $B$. Is there a subset of $A$ whose sum equals $B$ ? [3]

## 3 Time-delay systems

Time-delay systems have been proposed in [25]. They are based on 2 properties of the signals (optical, electrical, etc):

- The signal can be delayed by forcing it to pass through a cable of a certain length.
- The signal can be easily divided into multiple signals of smaller intensity/power which run within the same cables. This ensures a high parallelism of the method.

The proposed device has a graph-like structure with a start and destination node. Nodes are connected through cables made of optical fiber.

The system works as follows: A beam of light is sent to the start node. The beams travel through arcs and is divided inside nodes. Because arcs have a length greater than 0 , the light is delayed by them. At the destination node we will have different signals arriving at various moments of time. One of them will tell us if we have a solution to our problem.

Since we work with continuous signal we cannot expect to have discrete output at the destination node. This means that beams arrival is notified by fluctuations in the intensity of the light. These fluctuations will be transformed, by a photodiode, in fluctuations of the electric power which will be read by an oscilloscope.

## 4 The optical device for the set splitting problem

This section deeply describes the proposed system.
Since the solution for set splitting is based on the solution from the subset sum, we first briefly describe (see section 4.1) the device which solves the subset sum problem. This device has been proposed in [26]. Later, in section 4.2 we describe the graph for the set splitting problem.

### 4.1 The graph for the subset sum problem

As described in [26] the numbers from the given set $A$ represent the delays induced to the signals (light) that passes through the device. For instance, if numbers $a_{1}, a_{3}$ and $a_{7}$ generate the expected subset, then the total delay of the signal should be $a_{1}+a_{3}+a_{7}$. Recall that, when using light, we can easily induce some delays by forcing the beam to pass through an optical cable of a given length.

The device has been designed [26] as a simple directed graph. There are $n+1$ nodes connected by arcs. In each node (but the last one) we place a beam-splitter which will split a beam into 2 sub-beams of smaller intensity. Arcs are implemented by using optical cables and have lengths proportional to the numbers from the given set $A$. A mechanism for skipping a value from the given set is also needed. A possible way for achieving this is to add an extra arc, of length 0 , between any pair of consecutive nodes. A beam leaving a node will have the possibility to either traverse an arc representing a number from the given set or to skip it (by traversing the arc of 0 length).

The graph for solving the subset sum problem is depicted in Figure 1.
In the destination node we will have signals (fluctuation in the intensity of the signal) arriving at moments representing the sum of elements of all


Figure 1: The device for solving the subset sum problem. Each arc delays the beam by the amount of time written on it. Image taken from [26].
subsets. For instance if the lights travels through the top arcs only we will have the subset containing all elements: $a_{1}, a_{2}, \ldots, a_{n}$. If the light travels through bottom arc only we will have the empty subset. Thus the device will generate all possible subsets of $A$. Each subset will delay one of the beams by an amount of time equal to the sum of the lengths of the arcs in that path. If there is a fluctuation in the intensity of the signal at moment B it means that we have a solution to our problem.

Note that in practice we cannot have cables of length 0 in practice, thus we add a small $\epsilon$ to the length of all arcs and the final solution is expected at moment $\mathrm{B}+\mathrm{n} * \epsilon$.

### 4.2 The graph for the set splitting problem

We have seen that the device described in section 4.1 generates all possible subsets of the given set $A$, so theoretically we could use it for the set splitting problem. But, there are some issues:

- In the case of subset sum we already have some values for the elements in set A. Here, in the set splitting, we have no predefined values in A.
- If 2 values from the set $A$ are identical, it is not possible to uniquely identify a subset at the destination node.

In order to overcome these issues we introduce here a new set of delays. The main attribute of this delaying system is to allow a unique identification of the generated subsets.

The smallest set of $\mathfrak{n}$ numbers such that each subset has a different value for the sum of its elements is the set of the first $n$ powers of 2 : $A=\left\{2^{0}, 2^{1}, \ldots 2^{n-1}\right\}$.

Thus, we assign the values $\left\{2^{0}, 2^{1}, \ldots 2^{n-1}\right\}$ as lengths for the top arcs.
The graph for solving the set splitting problem is depicted in Figure 2.


Figure 2: The device for solving the set splitting problem. Each arc delays the beam by the amount of time written on it.

Now we can easily identify a subset at the destination node: having the moment of arrival (name it $k$ ) we know exactly what elements belong to that subset (because each number ( $k$ ) is uniquely decomposed as sum of powers of $2)$.

Knowing the subset, we can easily find if it represents or not a solution to our problem. Let's denote by $A_{1}$ the subset that has just arrived in the destination node. We also compute its complement: $A_{2}=A-A_{1}$.

Now, we want to know if the split of $A$ into sets $\left(A_{1}\right.$ and $\left.A_{2}\right)$ represents or not a solution to our problem, that is, whether one of the sets in $F$ is completely included in either $A_{1}$ or $A_{2}$. For this we check if any of them ( $A_{1}$ or $A_{2}$ ) includes any set from $F$. If they do, it means that the corresponding split does not represent a solution for our problem.

We can check the inclusion property very easily by working only with delay moments: for each set in $F$ we compute and cache the moments when any superset (a set that includes the current one) of it arrives at the destination node. Let's denote by $M$ those moments. If a signal arrives at a moment not belonging to $M$, that set (who generated the signal) is a solution for our problem. If $M$ contains all integer numbers between 0 and $2^{n}-1$ it means that the instance does not have a solution.

We can do a small optimization here: we want to minimize the number of moments when we wait for a solution at the destination node. So, we check the size of $M$. If it is less than $2^{n-1}$ we wait for numbers belonging to $M$. Otherwise we wait for numbers not belonging to $M$.

### 4.3 Example of solution

Let's suppose that we have a set $\mathcal{A}$ made from 4 elements: $\mathcal{A}=\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ and a set of subsets $F=\left\{F_{1}=\left\{a_{1}, a_{2}\right\}, F_{2}=\left\{a_{1}, a_{3}\right\}\right\}$. We want to find if it is
possible to split $\mathcal{A}$ into 2 subsets ( $A_{1}$ and $A_{2}$ ) such that neither $F_{1}$ nor $F_{2}$ is completely included in $A_{1}$ or $A_{2}$.

To each number from $A$ we assign a power of 2 as follows: $a_{1}=2^{0}, a_{2}=$ $2^{1}, a_{3}=2^{2}$ and $a_{4}=2^{3}$.
The supersets which includes $F_{1}$ are:

$$
\left\{\left\{a_{1}, a_{2}\right\},\left\{a_{1}, a_{2}, a_{3}\right\},\left\{a_{1}, a_{2}, a_{4}\right\},\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}\right\}
$$

which have the following delay times: $M_{1}=\{3,7,11,15\}$ (which were computed as sum of elements).

The supersets including $F_{2}$ are:

$$
\left\{\left\{a_{1}, a_{3}\right\},\left\{a_{1}, a_{3}, a_{2}\right\},\left\{a_{1}, a_{3}, a_{4}\right\},\left\{a_{1}, a_{3}, a_{2}, a_{4}\right\}\right\}
$$

which have the following delay times: $M_{2}=\{5,7,13,15\}$.
Set $M$ which represents the union of $M_{1}$ with $M_{2}$ is $M=\{3,5,7,11,13,15\}$.
If a beam of light arrives in the destination at any of the moments from $M$ it does not encode a subset representing a solution to our problem. However, if a beam arrives at another moment in the integer interval [1...15] but does not belong to $M$, it represents a solution to our problem. For instance, if a beam arrives at moment 1 it represents a solution because it encodes the split $A_{1}=\left\{a_{1}\right\}$ and $A_{2}=\left\{a_{2}, a_{3}, a_{4}\right\}$ and none of the sets in $F$ is included into either $A_{1}$ or $A_{2}$.

## 5 Physical implementation

As discussed in [26] for the physical implementation we need the following components:

- A source of light (laser),
- Several beam-splitters for dividing light beams into 2 sub-beams.
- A high speed photodiode for converting light into electrical power. The photodiode is placed in the destination node,
- A tool for detecting fluctuations in the intensity of electric power generated by the photodiode (oscilloscope),
- A set of optical fiber cables having lengths proportional with the numbers $2^{0}, 2^{1}, \ldots 2^{n-1}$ (plus constant $\epsilon$ ) and another set of $n$ cables having fixed length $\epsilon$.


## 6 Build and running complexity

The time required to build the device has $\theta\left(n * 2^{n}\right)$ complexity because we have to build $n$ arcs having at most $2^{n-1}$ length.

The running time complexity is $\theta\left(2^{n}\right)$.
The intensity of the signal decreases exponentially with the number of nodes (because it is divided in 2 in each node). This is why the required power is proportional to $2^{n}$ (exponential).

## 7 Instance size

We want to find the size of the instances (how many numbers can we have in set A) that can be solved by our device.

For computing this number we use the same reasoning as for the Hamiltonian Path problem [30] because in both cases the delays are powers of 2. (Note that only delays are similar with Hamiltonian Path solution. The devices (graphs) are extremely different.)

Assuming that the best oscilloscope available on the market has the risetime in the range of picoseconds $\left(10^{-12}\right.$ seconds - this is also the smallest difference between 2 consecutive moments when 2 solution may arrive in the destination) and also knowing the speed of light $\left(3 \cdot 10^{8} \mathrm{~m} / \mathrm{s}\right)$ we can compute the minimal cable length that should be traversed by the light in order to be delayed by $10^{-12}$ seconds. This is 0.0003 meters [25].

This length is for the shortest cable. All other cables have lengths obtained by multiplying this shortest length with powers of 2 .

It is easy to compute the maximal number of nodes that a graph can have in order to have the total delay equal by 1 second. This results from the equation (taken from [25]):

$$
2^{n} \cdot 0.0003=3 \cdot 10^{8}
$$

This gives us a number of nodes equal to 39 nodes, so in one second we can solve instances having 39 numbers. However, the length of the optical fibers used for inducing the largest delay for this graph is huge: about $8 \cdot 10^{8}$ meters. We cannot expect to have such long cables for our experiments [25].

But, shorter cables (of several hundreds of kilometers) are already available in the internet networks. They can be easily used for our purpose. Assuming that the longest cable that we have is about 300 kilometers we may solve instances with about 26 numbers. The amount of time required to obtain a solution is about $10^{-6}$ seconds [25].

The maximum number of nodes can be increased by increasing the precision of the instruments (oscilloscope, photodiode etc).

In [1] the authors have solved with DNA another problem with a $2^{n}$ complexity, namely the SAT problem. The largest instance solved was with 20
nodes. Here we have shown that theoretically we can solve an instance with 26 nodes with the available resources. This is with almost 2 orders of magnitude larger that the DNA solution presented in [1] for the SAT problem.

## 8 Weaknesses of the solution

The proposed device has some weaknesses:

- it contains exponential delays,
- the number of possible moments when a solution can appear is exponential in the number of elements in the initial set. This is different compared to subset sum (see [26]) where only one moment was enough for detecting the solution.


## 9 Conclusion

We have shown how the set splitting problem can be attacked with an optical device. The solution was derived from the graph for the the subset sum problem by adding a new set of delays and a new set of moments when the solution is expected at the destination node. Weak points of the proposed solution are: the use of optical cables of exponential length, and the exponential amount of energy required to power the device.
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