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Abstract. In this paper a remarkable simple proof of the Gauss’s generaliza-
tion of the Wilson’s theorem is given. The proof is based on properties of
a subgroup generated by element of order 2 of a finite abelian group. Some
conditions equivalent to the cyclicity of (Φ(n), ·n), where n > 2 is an inte-
ger are presented, in particular, a condition for the existence of the unique
element of order 2 in such a group.

1. Introduction

The famous Wilson’s theorem, giving the necessary condition for the primality,
has many generalizations. One of them was proposed and proved by Gauss. How-
ever his proof was quite long and complicated. Short proof of the Gauss’s result
was given by G.A. Miller in [4]. Other generalizations of the Wilson’s theorem
may be found in [1] and [2].

The most far-reaching generalization of the Wilson’s theorem is Theorem 2.4,
cited in this paper. It can be proved using the notions of abelian groups. The
known proofs (to authors) of Theorem 2.4 are based on the strong result from
the group theory, which states that each finite abelian group is isomorphic to the
product group (Zpα1

1
×Zpα2

2
× . . .×Zpαk

k
,⊗), where pj for j ∈ {1, . . . , k} are prime

numbers such that pj 6= pl for j, l ∈ {1, . . . , k}, l 6= j and α1, . . . , αk are positive
integers.

In this paper we give a simple proof of Theorem 2.4 which does not require
the use of the mentioned theorem on the form of the finite abelian group. We also
prove the Gauss’s generalization of the Wilson’s theorem. Finally, we present four
conditions equivalent to the cyclicity of the group (Φ(n), ·n), where

Φ(n) = {m ∈ Z : 0 < m < n, gcd(m,n) = 1}.
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In the sequel (G, ·) stands for a finite abelian group with 1 as the neutral
element. By the order of G we understand the number of elements of G and we
denote it by ordG. In particular, ord Φ(n) =: ϕ(n), n ≥ 2. For any g ∈ G we
define ord g := ord〈g〉, where 〈g〉 is the cyclic group generated by g. Of course,
ord 1 = 1. Moreover, let Gord 2 := {g ∈ G : ord g ≤ 2}. Notice that 1 ∈ Gord 2 and
Gord 2 is a subgroup of (G, ·).

By 2N we denote the set of all positive even integers, P stands for the set of
primes and the symbol (a)n will be used to denote the reminder of the division of
integer a by integer n ≥ 2. Finally, let Nk := N \ {0, 1, . . . , k − 1}, where k ≥ 1 is
an integer and let [x] be the integer part of x ∈ R.

2. Towards the Wilson’s theorem

We start by proving the following results.

Lemma 2.1
If a finite abelian group (G, ·) has an element of order 2, then Gord 2 is of even
order.

Proof. Suppose that there is a ∈ G such that a 6= 1, a2 = 1. Then {1, a} is
a subgroup of (G, ·) and in view of the Lagrange’s theorem, 2 divides the order of
(Gord 2, ·), so the assertion follows. Notice that (G, ·) must be also of even order
in this case.

Lemma 2.2
Let (G, ·) be a finite abelian group such that ordGord 2 ≥ 4 and let a ∈ Gord 2 \{1}.
Then for every b ∈ Gord 2\{1, a} there exists b ∈ Gord 2\{1, a, b} such that b ·b = a.
Moreover, if b, c ∈ Gord 2 \ {1, a} are such that b 6= c and b, c ∈ Gord 2 \ {1, a, b, c}
satisfy b · b = c · c = a, then b 6= c.

Proof. Assume b ∈ Gord 2 \ {1, a}. Since Gord 2 = {b · x : x ∈ Gord 2} and
b · 1 6= a, b · a 6= a and b · b 6= a we get that there is b ∈ Gord 2 \ {1, a, b} such that
b · b = a. Hence b = a · b.

The second assertion follows from the cancellation law in a group.

Now we consider the order of the subgroup Gord 2 of any finite and abelian
group (G, ·). Notice that if Gord 2 = {1}, then the order of Gord 2 equals 20.
Otherwise there is m1 6= 1 such that m1 ∈ Gord 2. If {1,m1} =: G1

ord 2 = Gord 2,
then Gord 2 is of order 2. If G1

ord 2 6= Gord 2, then there exists m2 ∈ Gord 2 \G1
ord 2.

Let G2
ord 2 := {1,m1,m2,m1 ·m2}. If Gord 2 = G2

ord 2 we get that the order of Gord 2
is equal to 4. If Gord 2 6= G2

ord 2 we obtain the existence of m3 ∈ Gord 2 \G2
ord 2. Put

G3
ord 2 := G2

ord 2 ∪ {m3,m1 ·m3,m2 ·m3,m1 ·m2 ·m3}, then G3
ord 2 is a subgroup

of (Gord 2, ·) of order 8. Continuing in this fashion we obtain the following result.

Lemma 2.3
If (G, ·) is a and Gord 2 is an abelian subgroup of (G, ·), then ordGord 2 = 2n for
some nonnegative integer n or ordGord 2 =∞.
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Now we can prove

Theorem 2.4
If a finite abelian group (G, ·) has an element of order 2, then

(i)
∏
x∈G x = a if Gord 2 = {1, a},

(ii)
∏
x∈G x = 1 if ordGord 2 > 2.

Proof. To prove (i) suppose that Gord 2 = {1, a}. If G = Gord 2 the assertion
obviously follows, therefore assume that G\Gord 2 6= ∅. It follows that the elements
of G \ Gord 2 can be arranged in pairs (x, y) such that x · y = 1 and x 6= y. This
and the fact that ∏

x∈G
x =

∏
x∈G\{1,a}

x ·
∏

x∈{1,a}

x

yield (i).
Now suppose that ordGord 2 > 2. From Lemma 2.1 we infer that ordGord 2 ≥

4. Fix a ∈ Gord 2 \ {1}. By Lemma 2.2 the elements of Gord 2 \ {1, a} can be
arranged in pairs (x, y) such that x · y = a and x 6= y. Moreover, similarly as in
the proof of (i) we get ∏

x∈G\Gord 2

x = 1.

Thus ∏
x∈G

x =
∏

x∈G\Gord 2

x ·
∏

x∈Gord 2

x =
∏

x∈Gord 2

x = a
s+1

2 ,

where s+ 1 = ordGord 2. What is left is to show that s+1
2 is an even integer. Let

a, b ∈ Gord 2 \ {1} be such that a 6= b, by Lemma 2.2 we obtain that b · b = a for
some b ∈ Gord 2 \{1, a, b}. Furthermore, {1, a, b, b} is a subgroup of (Gord 2, ·). The
Lagrange’s theorem now implies that 4 divides the order of (Gord 2, ·), i.e. s + 1,
and this completes the proof. Let us notice that the divisibility by 4 follows also
from Lemma 2.3.

From Theorem 2.4 we obtain the following results.

Corollary 2.5
If there are no elements of order 2 in a finite abelian group (G, ·), then

∏
x∈G x = 1.

Corollary 2.6
If (G, ·) is a finite abelian group with elements of order 2, then for every element
a ∈ G of order 2 we have ∏

x∈G
x = a

s+1
2 ,

where s+ 1 = ordGord 2.

Now we turn to the group (Φ(n), ·n), where n ≥ 2 is a fixed integer. Corollary
2.6 yields
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Theorem 2.7
If n ∈ N3 and s+ 1 = ord Φ(n)ord 2, then∏

k∈Φ(n)

k ≡ (−1)
s+1

2 modn.

Proof. Notice that since n− 1 ∈ Φ(n) and n− 1 ∈ Φ(n)ord 2 by Corollary 2.6
we have ( ∏

k∈Φ(n)

k

)
n

=
(
(n− 1)

s+1
2
)
n

=
(
(−1)

s+1
2
)
n
.

Hence ∏
k∈Φ(n)

k ≡ (−1)
s+1

2 modn.

Observe that Theorem 2.7 implies the famous Wilson’s theorem.

Theorem 2.8 (Wilson’s theorem)
If p ∈ P, then p|(p− 1)! + 1.

Proof. For p = 2 Theorem 2.8 holds true. Therefore assume p ∈ P\{2}. Then
Φ(p) = {1, 2, . . . , p− 1} and by Theorem 2.7 we get

(p− 1)! ≡ (−1)
s+1

2 mod p,

where s + 1 = ord Φ(p)ord 2. If p > 2, then p − 1 is the only element of order
2 in the group (Φ(p), ·p). Indeed, if k ∈ Φ(p) such that 1 < k < p − 1 were an
element of order 2 we would have k2 ≡ 1 mod p, thus (k − 1)(k + 1) ≡ 0 mod p
and in consequence k − 1 ≡ 0 mod p or k + 1 ≡ 0 mod p. which is impossible as p
is a prime.

Let us remark that our Theorem 2.7 improves the condition∏
k∈Φ(n)

k ≡ (−1)ϕ(n)+1 modn, n ∈ N2

given in [3]. This condition does not hold as for n = 8 we have Φ(8) = {1, 3, 5, 7}
but 1 · 3 · 5 · 7 6≡ (−1)5 mod 8.

3. Elements of order 2 in groups Φ(n)

Recall that every n ∈ N2 can be represented as a product of prime powers, i.e.

n =
k∏
j=0

p
αj
j , (1)

where αj ∈ N1 and pj ∈ P for j ∈ {0, 1, . . . , k} are such that pj 6= pl for j, l ∈
{0, 1, . . . , k}, j 6= l. The form (1) will be called the canonical representation or the
standard form of n.
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Theorem 3.1
If n ∈ N3, then ord Φ(n)ord 2 = 2 if and only if n = 4 or n = pα or n = 2pα, where
p ∈ P \ {2} and α ∈ N1.

Proof. Observe that if n = 4, then ord Φ(4)ord 2 = 2. Let n = pα, where
p ∈ P \ {2} and α ∈ N1 and let x ∈ Φ(pα)ord 2. Then x2 ≡ 1 mod pα hence
(x− 1)(x+ 1) ≡ 0 mod pα and hence

(x− 1 ≡ 0 mod pα and x+ 1 6≡ 0 mod pα)

or
(x− 1 6≡ 0 mod pα and x+ 1 ≡ 0 mod pα).

Indeed, if x−1 ≡ 0 mod pα and x+1 ≡ 0 mod pα, then (x+1)−(x−1) ≡ 0 mod pα,
which is impossible. As 0 ≤ x − 1 ≤ pα − 2 we get 2 ≤ x + 1 ≤ pα and the only
elements of {0, 1, . . . , pα} divisible by pα are 0 and pα we infer that x = 1 or
x = pα − 1. Therefore, Φ(pα)ord 2 = {1, pα − 1}. Similar arguments apply to the
case n = 2pα.

Now we prove the reverse implication. To obtain a contradiction suppose that
there is an n ∈ N5 such that for every p ∈ P \ {2} and α ∈ N1 we have n 6= pα and
n 6= 2pα and for which ord Φ(n)ord 2 = 2. Such n is of one of the following forms:

a) n = 2α, where α ≥ 3,

b) n =
∏k
j=1 p

αj
j , where k > 1 and pj ∈ P \ {2}, αj ∈ N1 for j ∈ {1, 2, . . . , k},

c) n = 2α
∏k
j=1 p

αj
j , where k ≥ 1, α ≥ 2 and pj ∈ P \ {2}, αj ∈ N1

for j ∈ {1, 2, . . . , k},

d) n = 2α
∏k
j=1 p

αj
j , where k ≥ 2, α ≥ 1 and pj ∈ P \ {2}, αj ∈ N1

for j ∈ {1, 2, . . . , k}.

Notice that forms b), c) and d) are the canonical representations of n.
In the case a) we have 2α−1−1, 2α−1+1 ∈ Φ(2α)ord 2, hence ord Φ(2α)ord 2 > 2,

a contradiction.
In the case b) in the view of the Chinese Reminder Theorem (abbreviated here

as CRT) the following system of congruences{
x ≡ 1 mod pα1

1 ,

x ≡ −1 mod
∏k
j=2 p

αj
j

(2)

has a unique solution x ∈ {0, 1, . . . , n − 1}. It is clear that x /∈ {0, 1, n − 1}
thus x ∈ {2, . . . , n − 2}. Moreover, we see that x ∈ Φ(n) and x2 ≡ 1 modn as
gcd(pα1

1 ,
∏k
j=2 p

αj
j ) = 1. Thus 1, x, n−1 ∈ Φ(n)ord 2, which gives ord Φ(n)ord 2 > 2.

Now turn to the case c). By CRT there is a unique solution x ∈ {0, 1, . . . , n−1}
of the system {

x ≡ 1 mod 2α,
x ≡ −1 mod

∏k
j=1 p

αj
j .
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It is easy to check that x ∈ {2, . . . , n − 2}. Furthermore, we have x ∈ Φ(n) and
x2 ≡ 1 modn as gcd(2α,

∏k
j=1 p

αj
j ) = 1. Therefore 1, x, n − 1 ∈ Φ(n)ord 2 which

contradicts the fact that ord Φ(n)ord 2 = 2.
Finally, considering the system{

x ≡ 1 mod 2αpα1
1 ,

x ≡ −1 mod
∏k
j=2 p

αj
j ,

similarly as above we obtain ord Φ(n)ord 2 > 2 in the case d). This is the last
required contradiction and the proof is completed.

Theorem 3.2
If n ∈ N3, then

ord Φ(n)ord 2 ≡ 0 mod 4 (3)

if and only if n 6= 4 and n 6= pα and n 6= 2pα, where p ∈ P \ {2} and α ∈ N1.

Proof. Fix n ∈ N3. In view of Theorem 3.1 and its proof it suffices to show
that if n satisfies one of the conditions a), b), c) or d) (considered in the proof of
Theorem 3.1), then (3) holds true.

Assuming a) to hold we obtain that {1, 2α−1−1, 2α−1 +1, 2α−1} is a subgroup
of (Φ(n)ord 2, ·n). Thus by the Lagrange’s theorem we get (3).

Now let b) hold true, then {1, x, n − x, n − 1}, where x ∈ {2, 3, . . . , n − 2} is
a solution of (2), is a subgroup of (Φ(n)ord 2, ·n) which in virtue of the Lagrange’s
theorem yields (3)

The same reasoning applies to the cases c) and d).

From Theorems 2.7, 3.1 and 3.2 we get the following generalization of the
Wilson’s theorem.

Theorem 3.3 (Gauss)
If n ∈ N3, then

∏
k∈Φ(n)

k =
{
−1, if n = 4 or n = pα or n = 2pα, where p ∈ P \ {2} and α ∈ N1,

1, otherwise.

Finally we prove

Theorem 3.4
If n ∈ N3 and s+ 1 = ord Φ(n)ord 2, then∏

k∈Φ(n)
k≤[n2 ]

k2 ≡ (−1)
s+1+ϕ(n)

2 modn. (4)
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Proof. Since k ∈ Φ(n) if and only if n− k ∈ Φ(n) we have∏
k∈Φ(n)

k =
∏

k∈Φ(n)
k≤[n2 ]

k ·
∏

k∈Φ(n)
k>[n2 ]

k =
∏

k∈Φ(n)
k≤[n2 ]

k ·
∏

k∈Φ(n)
k≤[n2 ]

(n− k)

≡ (−1)
ϕ(n)

2
∏

k∈Φ(n)
k≤[n2 ]

k2 modn,

which by Theorem 2.7 yields (4).

Notice that from Theorems 3.4 and 3.1 we immediately obtain the result from
[2], namely ∏

k∈Φ(n)
k≤n−1

2

k2 ≡ (−1) 1
2ϕ(n)+ε modn, n ∈ N3 \ 2N,

where ε = 1 for n = pα, p ∈ P \ {2}, α ∈ N1 and ε = 0 otherwise.
By Theorems 3.1, 3.2 and 3.4 we have

Theorem 3.5
If n ∈ N3, then∏

k∈Φ(n)
k≤[n2 ]

k2 ≡ (−1) 1
2ϕ(n)+1 modn ⇐⇒ n = 4 or n = pα or n = 2pα,

∏
k∈Φ(n)
k≤[n2 ]

k2 ≡ (−1) 1
2ϕ(n) modn ⇐⇒ n 6= 4 and n 6= pα and n 6= 2pα,

where p ∈ P \ {2} and α ∈ N1.

We need the following known result.

Theorem 3.6
The group (Φ(n), ·n) is a cyclic group if and only if n = 2 or n = 4 or n = pk or
n = 2pk, where p ∈ P \ {2} and k ∈ N1.

From Theorems 3.1, 3.3, 3.5 and 3.6 we conclude finally.

Theorem 3.7
For an n ∈ N3 the following condition are equivalent:

(A) n = 4 or n = pα or n = 2pα, where p ∈ P \ {2} and α ∈ N1;

(B) (Φ(n), ·n) is a cyclic group;

(C) ord Φ(n)ord 2 = 2;

(D)
∏
k∈Φ(n) k + 1 ≡ 0 modn;

(E)
∏

k∈Φ(n)
k≤[n2 ]

k2 + (−1) 1
2ϕ(n) ≡ 0 modn.
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