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On the recovery of the doping profile in an
time-dependent drift-diffusion model

Bin Wu and Zewen Wang

Abstract

We consider an inverse problem arising from an time-dependent drift-
diffusion model in semiconductor devices, which is formulated in terms
of a system of parabolic equations for the electron and hole densities
and the Poisson equation for the electric potential. This inverse prob-
lem aims to identify the doping profile from the final overdetermination
data of the electric potential. By using the Schauder’s fixed point the-
orem in suitable Sobolev space, the existence of this inverse problem
are obtained. Moreover by means of Gronwall inequality, we prove the
uniqueness of this inverse problem for small measurement time. For this
nonlinear inverse problem, our theoretical results guarantee the solvabil-
ity for the proposed physical model.

1 Introduction

The time-dependent drift-diffusion model for semiconductor devices under con-
sideration consists of two nonlinear parabolic equations for the electron and
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hole densities n, p, supplemented with an Possion equation for the electrostatic
potential ψ, as follows

−∇ · (∇ψ) = p− n+ f(x), (1)

nt −∇ · Jn = G(n, p), Jn = ∇n− n∇ψ, (2)

pt +∇ · Jp = G(n, p), −Jp = ∇p+ p∇ψ, (3)

in Ω ⊆ RN (N = 1, 2, 3) with the initial condition

n(x, 0) = n0, p(x, 0) = p0, x ∈ Ω, (4)

and the boundary condition

ψ(x, t) = ψ̄(x), n(x, t) = n̄(x), p(x, t) = p̄(x), (x, t) ∈ ST := ∂Ω×(0, T ). (5)

Here Jn represents the electron current, and Jp is the analogously defined
physical quantity of the positively charged holes. f(x) prescribes doping profile
characterizing the device under consideration, i.e. the density difference of
ionized donors and acceptors. The term G(n, p) = r(n, p)(1 − np) denotes
the net recombination-generation rate. Ω is occupied by the semiconductor
crystal. The functions ψ̄, n̄, p̄ represent the prescribed boundary values of the
electrostatic potential and the densities at the Ohmic contact. In many cases
of operating devices, these functions may be assumed to be independent of
time t.

Our aim in this paper is to reconstruct the doping profile from the following
final overdetermination data:

ψ(x, T ) = ϕ(x), x ∈ Ω. (6)

The mix-boundary conditions are considered more reasonable for appli-
cations. But the fact that the mixed-boundary conditions prevent us from
obtaining high regularity for the solutions gives the difficulty to construct a
compact map from doping profile to our measurements. We will pursue this
issue in another study. In addition, the regularity of ∂Ω assumed below is
more smooth than the usual one in the physical case. This is because that
we need the solution of elliptic equation (1.1) belongs to L∞(0, T ;W 2,p(Ω))
to ensure that ∇ψ ∈ L∞(QT ).

In solid-state physics, drift-diffusion model (1.1)-(1.5) are today the most
widely used model to describe semiconductor devices. It can be derived from
Boltzmann’s equation once assumed that the semiconductor devices is in the
low injection regime, i.e. for small absolute values of the applied voltage. The
direct problem related to this model has been investigated in many papers (see
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[1],[12]-[14],[16],[17]). Existence and uniqueness of weak solutions and other
properties of solutions were shown.

But identification problems for semiconductor devices, although of increas-
ing technological importance, seem to be poorly understood so far. An impor-
tant inverse problem in semiconductor devices is the so-called inverse doping
profile problem. Because in the application the process modeling [15] only
gives a rough estimate of the doping profile, reconstruction of the real dop-
ing profile from indirect data becomes an efficient alternative. Recently, such
problem gives rise to more and more authors’ interest. See for example [4]-[11]
and therein. Fang and Ito [10],[18] studied the reconstruction of doping pro-
file, the device parameters from its LBIC (laser-beam-induced current) image.
Recently, Burge et al. [4], Burge et al. [6] and Burge et al. [7] investigated
the problem of identifying doping profile from indirect measurements of the
current or the voltage on a contact. And in [2],[3] the identification method of
the discontinuous doping profiles by the stationary voltage-current map was
given by Leitão. Several numerical method were applied to this kind of inverse
problem in these papers. But these method above are mainly based on a sim-
plified version of the stationary semiconductor model. As far as we know, few
works are concerned with the reconstruction of doping profile in a standard
time-dependent drift-diffusion model.

For any integer m, q, denote by Wm,q(Ω) the usual Sobolev spaces defined
for spatial variable. We need also the following spaces:

W 2,1
q (QT ) := {u;Dα

xD
β
t u ∈ Lq(QT ), for all 0 ≤ α+ 2β ≤ 2}.

Now we can state our inverse problem as follows:

Inverse Problem. For given q such that{
N+2

2 < q < +∞, N = 1,
N < q < +∞, N ≥ 2,

determine (ψ, n, p) ∈ L∞(0, T ;W 2,q(Ω))×W 2,1
q (QT )×W 2,1

q (QT ) and f(x) ∈
Lq(Ω) from (1)-(5) and the additional measurement (6).

We make the following assumptions throughout this paper.
(H1) The boundary ∂Ω ∈ C2;
(H2) 0 ≤ r(n, p) ≤ r̄ < ∞ and r(n, p) is a locally Lipschitz continuous

function defined for (n, p), that is, there exists a positive constant L such that

|r(n2, p2)− r(n1, p1)| ≤ L(|n2 − n1|+ |p2 − p1|);

(H3) n̄, p̄, ψ̄ ∈W 2,q(Ω), and n̄, p̄ ≥ 0 in QT ;
(H4) n0, p0 ∈W 2,q(Ω) and n0, p0 ≥ 0 in Ω;
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(H5) ϕ ∈W 2,q(Ω) and the following compatibility condition holds:

ϕ(x) = ψ̄(x), x ∈ ∂Ω. (7)

The purpose of the present paper is to establish the existence and unique-
ness of our inverse problem for small time T . The main results for our inverse
problem in this paper are as follows:

Theorem 1.1. Let hypotheses (H1)-(H5) hold. Then there exists T ∗ > 0
such that our inverse problem (1)-(6) has a solution (ψ, n, p, f) ∈
L∞(0, T ;W 2,q(Ω))×W 2,1

q (QT )×W 2,1
q (QT )× Lq(Ω) for every T ∈ (0, T ∗].

Theorem 1.2. Let hypotheses (H1)-(H5) hold. Then there exists T ∗ > 0 such
that the solution (ψ, n, p, f) ∈ L∞(0, T ;W 2,q(Ω)) ×W 2,1

q (QT ) ×W 2,1
q (QT ) ×

Lq(Ω) of our inverse problem (1)-(6) is unique for every T ∈ (0, T ∗].

2 Some results for the direct problem

In this section, we will give the existence and uniqueness of the strongly solu-
tion for the direct problem (1.1)-(1.5) which is the basis for constructing the
map from doping profile to measurement data. There are many results for
the existence and uniqueness problem for the direct problem. See, for exam-
ple, [12] and [17]. Here the difference with our result and the previous one is
that we discuss the existence and uniqueness of solution in the Sobolev space
W 2,1
q (QT ) and the assumption that f(x) ∈ Lq(Ω) is weaker than the one in

[17].
The next existence and uniqueness theorem is our result in this section.

Theorem 2.1. Let hypotheses (H1-(H5) hold and f ∈ Lq(Ω). Then there ex-
ists one unique solution (ψ, n, p) ∈ L∞(0, T ;W 2,q(Ω))×W 2,1

q (QT )×W 2,1
q (QT )

of the direct problem constituted by (1)-(5) such that

‖n‖L∞(QT ) + ‖p‖L∞(QT ) ≤M. (8)

Here M is dependent on Ω, T,N, q the known initial and boundary data and
‖f‖Lq(Ω).

To prove Theorem 2.1, we first introduce the following auxiliary problem
with the initial and boundary conditions (4) and (5):

−∇ · (∇ψ) = pk − nk + f(x), (9)

nt −∆n+∇ψ · ∇n+ (−pk + nk)n− nkf(x) = r(nk, pk)(1− npk), (10)

pt −∆p−∇ψ · ∇p+ (pk − nk)p+ pkf(x) = r(nk, pk)(1− nkp), (11)



ON THE RECOVERY OF THE DOPING PROFILE IN AN TIME-DEPENDENT
DRIFT-DIFFUSION MODEL 257

where sk = min{k,max{s, 0}} for some positive integer k.

Lemma 2.2. Let hypotheses (H1-(H5) hold and f ∈ Lq(Ω). Then there exists
one solution (ψ, n, p) ∈ L∞(0, T ;W 2,q(Ω))×W 2,1

q (QT )×W 2,1
q (QT ) of problem

(9)-(11), under initial and boundary conditions (4) and (5).

Proof. The proof is based on the Leray-Schauder’s fixed point theorem [19].
To do this, we set U = Lq(QT )×Lq(QT ), which is endowed with the following
norm

‖(n, p)‖U = ‖n‖Lq(QT ) + ‖p‖Lq(QT ).

Given (ñ, p̃) ∈ U and 0 ≤ σ ≤ 1, we consider the following problems:

−∇ · (∇ψ) = p̃k − ñk + f(x), (12)

ψ(x, t) = ψ̄(x), (x, t) ∈ ST , (13)

nt −∆n+ σ∇ψ · ∇n+ σ(−p̃k + ñk + r(ñk, p̃k)p̃k)n

= σñkf(x) + σr(ñk, p̃k), (14)

n(x, t) = σn̄(x), (x, t) ∈ ST , n(x, 0) = σn0(x), x ∈ Ω (15)

and

pt −∆p− σ∇ψ · ∇p+ σ(p̃k − ñk + r(ñk, p̃k)ñk)p

= −σp̃kf(x) + σr(ñk, p̃k), (16)

p(x, t) = σp̄(x), (x, t) ∈ ST , p(x, 0) = σp0(x), x ∈ Ω. (17)

We deduce the existence of a unique strong solution ψ of (12) and (13) belong-
ing to L∞(0, T ;W 2,q(Ω)) from the strong solution theory for elliptic equation
[20]. Noting that L∞(0, T ;W 2,q(Ω)) ↪→ L∞(0, T ;W 1,∞(Ω)) for q > N , there is
a unique strong solution n of (14) and (15) with the regularity n ∈W 2,1

q (QT )
in terms of ψ, where the W 2,1

q -norm for n is dependent on Ω, T, k and the
known data. Similar results hold for problem (16) and (17).

Thus, the map

S : U × [0, 1]→ U, ((ñ, p̃), σ) 7→ (n, p) (18)

is well defined and compact. When σ = 0, we easily conclude that

S((ñ, p̃), 0) = 0, ∀(ñ, p̃) ∈ U.

To apply the Leray-Schauder fixed point theorem, we still need to prove that
there exists a constant C0 such that ‖(n, p)‖U ≤ C0 for all (n, p) ∈ U satisfying
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(n, p) = S((n, p), σ). That is to say, for some σ ∈ [0, 1], (n, p) satisfies

nt −∆n+ σ∇ψ · ∇n+ σ(−pk + nk + r(nk, pk)pk)n = σnkf(x) + σr(nk, pk),

n(x, t) = σn̄(x), (x, t) ∈ ST , n(x, 0) = σn0(x), x ∈ Ω,

pt −∆p− σ∇ψ · ∇p+ σ(pk − nk + r(nk, pk)nk)p = −σpkf(x) + σr(nk, pk),

p(x, t) = σp̄(x), (x, t) ∈ ST , p(x, 0) = σp0(x), x ∈ Ω

in terms of ψ, which is the unique solution of the following problem

−∇ · (∇ψ) = pk − nk + f(x),

ψ(x, t) = ψ̄(x), (x, t) ∈ ST .

Indeed, due to

‖ψ‖L∞(0,T ;W 2,q(Ω)) ≤C(‖nk + pk + f(x)‖L∞(0,T ;Lq(Ω)) + ‖ψ̄‖W 2,q(Ω))

≤C(2k|Ω|
1
q + ‖f(x)‖Lq(Ω) + ‖ψ̄‖W 2,q(Ω))

and the Lp theory of parabolic equation, we know that there exists a constant
C0 depending on Ω, T, k, r̄ and the initial and boundary data such that

‖n‖W 2,1
q (QT ) ≤C(‖σnkf(x) + σr(nk, pk)‖Lq(QT ))

+ C(‖σn̄‖W 2,1
q (QT ) + ‖σn0‖W 2,q(Ω))

≤1

2
C0.

Similarly, ‖p‖W 2,1
q (QT ) ≤ 1/2C0. So that ‖(n, p)‖U ≤ C0. Then the application

of Leray-Schauder fixed point theorem gives the existence of the strong solution
of problem (9)-(11), under the conditions (4) and (5). �

The following result is of crucial importance to obtain the upper bounds
for n, p, whose proof can be found in [13].

Lemma 2.3, Suppose χ(c) is nonnegative, nonincreasing function on [c0,+∞]
, and there are positive constants γ and β such that

χ(ĉ) ≤M(c)(ĉ− c)−γχ(c)1+β for all ĉ > c ≥ c0 > 0

where the function M(c) is nondecreasing and satisfies

0 ≤ c−γM(c) ≤M0 < +∞ on [c0,+∞).

Then

χ(c∗) = 0 for c∗ = 2c0[1 + 2(1+2β)/β2

M
(1+β)/βγ
0 χ(c0)(1+β)/γ ].
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Lemma 2.4. Let hypotheses (H1)-(H5) hold and f ∈ Lq(Ω), then the solu-
tion (ψ, n, p) of problem (9)-(11), under conditions (4) and (5), satisfies the
following estimate

0 ≤ n(x, t), p(x, t) ≤M, (19)

where M is depending on Ω, T,N, q the known initial and boundary data and
‖f‖Lq(Ω), but independent of k.

Proof. Set N = ne−αt and P = pe−αt, where α satisfies

α > k +
1

2
‖∇ψ‖2L∞(QT ).

Then (N,P ) satisfies

Nt + (α− pk + nk + r(nk, pk)pk)N −∆N +∇ψ · ∇N
= e−αt [nkf + r(nk, pk)] , (20)

Pt + (α+ pk − nk + r(nk, pk)nk)P −∆P −∇ψ · ∇P
= e−αt [−pkf + r(nk, pk)] , (21)

and initial and boundary conditions:

(eαtN, eαtP ) = (n̄, p̄), (x, t) ∈ ST , (22)

(N,P ) = (n0, p0), x ∈ Ω, t = 0. (23)

Multiplying (20) by N− = min{N, 0} and noting that

N−(x, t) = 0, (x, t) ∈ ST , N−(x, 0) = 0, x ∈ Ω,

we obtain

1

2

∫
Ω

N−(t)
2

+

∫ T

0

∫
Ω

∣∣∇N−∣∣2 + (α− pk + nk + r(nk, pk)pk)

∫ T

0

∫
Ω

N−
2

=−
∫ T

0

∫
Ω

N−∇ψ · ∇N +

∫ T

0

∫
Ω

e−αt [nkf + r(nk, pk)]N−

≤1

2

∫ T

0

∫
Ω

|∇N−|2 +
1

2
‖∇ψ‖2L∞(QT )

∫ T

0

∫
Ω

N−
2

+

∫ T

0

∫
Ω

r(nk, pk)N−,

where we have used that
∫ T

0

∫
Ω
nkfN

− = 0. By r(nk, pk) ≥ 0 and the choice
of α, we obtain ∫

Ω

N−(t)
2

+

∫ T

0

∫
Ω

∣∣∇N−∣∣2 ≤ 0.
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That is n ≥ 0. p ≥ 0 follows by a similar way.
Now we prove that n, p ≤ M with some positive constant M , which is

independent of k. Let s ≥ c0 = max{maxΩ{n0, p0},maxΩ{n̄, p̄}}. Multiplying
(10) and (11) by (n − s)+ and (p − s)+ respectively, and then integrating on
Qt we obtain

1

2

∫
Ω

[
(n− s)+(t)

2
+ (p− s)+(t)

2
]

+

∫ t

0

∫
Ω

[∣∣∇(n− s)+
∣∣2 +

∣∣∇(p− s)+
∣∣2]

≤−
∫ t

0

∫
Ω

∇ψ ·
[
(n− s)+∇n− (p− s)+∇p

]
+

∫ t

0

∫
Ω

(pk − nk)
[
n(n− s)+ − p(p− s)+

]
+

∫ t

0

∫
Ω

r(nk, pk)
[
(n− s)+ + (p− s)+

]
+

∫ t

0

∫
Ω

f(x)
[
nk(n− s)+ − pk(p− s)+

]
≤
∫ t

0

∫
Ω

(pk − nk)

[
(n− s)+2

2
− (p− s)+2

2

]
+ r̄

∫ t

0

∫
Ω

[
(n− s)+ + (p− s)+

]
+

∫ t

0

∫
Ω

f(x)

[(
nk(n− s)+ − (n− s)+2

2

)
−

(
pk(p− s)+ − (p− s)+2

2

)]

+ s

∫ t

0

∫
Ω

(pk − nk)
[
(n− s)+ − (p− s)+

]
≤
∫ t

0

∫
Ω

|r̄ + sf(x)|
[
(n− s)+ + (p− s)+

]
+

3

2

∫ t

0

∫
Ω

|f(x)|
[
(n− s)+2

+ (p− s)+2
]

=I1 + I2, (24)

where we have used that (pk − nk)((n− s)+ − (p− s)+) ≤ 0 and

0 ≤ θk(θ − s)+ ≤ θ(θ − s)+ = (θ − s)+2

+ s(θ − s)+

for θ = n, p in the last inequality.
Hölder inequality gives

I1 ≤t
1
q

(
|Ω|

1
q r̄ + s‖f(x)‖Lq(Ω)

)
‖(n− s)+ + (p− s)+‖

L
2(N+2)
N (Qt)

× |Qt ∩ [n > s, p > s]|
qN+4q−2(N+2)

2q(N+2) , (25)



ON THE RECOVERY OF THE DOPING PROFILE IN AN TIME-DEPENDENT
DRIFT-DIFFUSION MODEL 261

where | · | denotes the Lebesgue measure and [n > s, p > s] = {(x, t)|n(x, t) >
s, p(x, t) > s}. Similarly,

I2 ≤
3

2
‖f(x)‖Lq(Qt)‖(n− s)

+2

+ (p− s)+2

‖
L

q
q−1 (Qt)

≤3

2
t
1
q (t|Ω|)

2q−(N+2)
(N+2)q ‖f(x)‖Lq(Ω)‖(n− s)+ + (p− s)+‖2

L
2(N+2)
N

. (26)

Inserting (25) and (26) into (24), together with the following embedding equal-
ity

‖u‖2
L

2(N+2)
2 (Qt0 )

≤ C( sup
0≤t≤t0

‖u(·, t)‖2L2(Ω) + ‖∇u‖2L2(Qt0 ))

yields

‖(n− s)+ + (p− s)+‖
L

2(N+2)
N (Qt0 )

≤ Ct0
1
q

(
|Ω|

1
q r̄ + s‖f(x)‖Lq(Ω)

)
× |Qt0 ∩ [n > s, p > s]|

qN+4q−2(N+2)
2q(N+2) , (27)

if we choose t0 sufficiently small. Here C is only depending on Ω, T, but
independent of k.

On the other hand, we have

‖(n− s)+ + (p− s)+‖
L

2(N+2)
N (Qt0 )

≥ (ŝ− s)|Qt0 ∩ [n > ŝ, p > ŝ]|
N

2(N+2) (28)

for all c0 ≤ s < ŝ.
Let χ(s) = |Qt0 ∩ [n > s, p > s]|. From (27) and (28), we obtain for

c0 ≤ s < ŝ

χ(ŝ) ≤ m(s)(ŝ− s)−γχ(s)1+β ,

where

m(s) =
[
Ct0

1
q

(
|Ω|

1
q r̄ + s‖f(x)‖Lq(Ω)

)] 2(N+2)
N

β =
qN + 4q − 2(N + 2)

qN
− 1, γ =

2(N + 2)

N
.

Noticing that

0 ≤ s−γm(s) ≤ m0 :=

[
Ct

1
q

0

(
|Ω|

1
q r̄c−1

0 + ‖f‖Lq(Ω)

)]γ
< +∞ on [c0,+∞),

we get the L∞(Qt0) estimates for n and p uniformly in k by Lemma 2.3.
Repeating the above procedure, we can prove (19) and then complete the
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proof. �

Proof of Theorem 2.1. Note that M is uniformly in k. So we can take
k large enough in (9)-(11) to prove the existence result for problem (1)-(5).
Moreover by using the standard method (for details, see [12] or [17] ), we can
obtain the uniqueness of solution (ψ, n, p) of (1)-(5 ). �

3 Existence result for the inverse problem

This section is devoted to prove the existence of our inverse problem (1)-
(6). We introduce a nonlinear operator equation whose solvability can deduce
our desired existence result. In order to obtain the solvability of this nonlinear
operator equation, we need a fixed point arguments by means of the Schauder’s
fixed theorem.

We define the set D as

D =
{
f ∈ Lq(Ω) : ‖f‖Lq(Ω) ≤ R

}
,

where R is a large constant which will be specified below. In addition, we
define a nonlinear operator A as

A : D → Lq(Ω)

with the values
(A f) (x) = n(x, T )− p(x, T )

with (ψ, n, p) solution of the direct problem (1)-(5) in terms of f . Theorem
2.1 shows that the operator A is well defined. Furthermore we introduce a
nonlinear operator equation of the second kind of f :

f = A f + ζ, (29)

where ζ(x) = −∆ϕ(x).
In the following Lemma we establish an interconnection between the non-

linear operator equation (29) and the inverse problem (1)-(6).

Lemma 3.1. Let hypotheses (H1)-(H5) hold. If equation (29) has a solution
lying within D, then there exists a solution of the inverse problem (1)-(6).

Proof. By assumption, the nonlinear equation (29) has a solution lying within
D. We denote this solution by f(x) and substitute it into the direct problem
(1)-(5). Theorem 2.1 ensure that the direct problem constituted by (1)-(5)
has a unique solution (ψ, n, p) ∈ L∞(0, T ;W 2,q(Ω))×W 2,1

q (QT )×W 2,1
q (QT ).
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Finally, let us show that the function ψ satisfies the overdetermination con-
dition (6). From the compatibility condition (7) and the definition of A , we
know that ψ∗ = ψ(x, T )− ϕ(x) satisfies

−∆ψ∗ = 0, x ∈ Ω,

ψ∗ = 0, x ∈ ∂Ω.

Thus, it is evident that the function ψ satisfies the final overdetermination
(6), thereby justifying the assertion of this lemma. �

In order to establish the solvability of equation (29), we need a careful
analysis of the nonlinear operator A . The following Lemma gives the complete
continuity of operator A .

Lemma 3.2 Let hypotheses (H1)-(H5) hold. Then the operator A is com-
pletely continuous on D.

Proof. Here without loss of generality, we assume N ≥ 3 and the N ≤ 2 case
is easier. Due to (8) and the standard parabolic equations theory, we know
that there exists a constants C1 depending on Ω, T,M and the known data
such that

‖n‖W 2,1
q (QT ) + ‖p‖W 2,1

q (QT ) + ‖ψ‖L∞(0,T ;W 2,q(Ω)) ≤ C1,

if f ∈ D. This implies that ‖∇ψ‖L∞(QT ) ≤ C1, since q > N .
In order to obtain the compactness of A , we need to prove

n(x, T ), p(x, T ) ∈ W 1,q(Ω). To do this, we multiply (2) by |∇n|q−2nt and
integrate it over Ω,∫

Ω

|∇n|q−2n2
t +

1

q

d

dt

∫
Ω

|∇n|q ≤

−
∫

Ω

∇n · ∇
(
|∇n|q−2

)
nt −

∫
Ω

∇n · ∇ψ|∇n|q−2nt

−
∫

Ω

n∆ψ|∇n|q−2nt +

∫
Ω

r(n, p)(1− np)|∇n|q−2nt

= I1 + · · ·+ I4. (30)

Here we note that nt = (n̄)t = 0 on ∂Ω.
Next we will estimate I1, · · · , I4 terms by terms. It is easy to verify that

∇n ·
(
∇|∇n|q−2

)
=(q − 2)

N∑
i=1

nxi · N∑
j=1

|nxj |q−4nxjnxixj


≤(q − 2)|∇n|q−2

N∑
i,j=1

|nxixj |.
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Then, by Hölder inequality we obtain

I1 ≤(q − 2)

∫
Ω

|∇n|q−2nt

N∑
i,j=1

|nxixj |


≤1

2

∫
Ω

|∇n|q−2n2
t +

(q − 2)3

2q

∫
Ω

|∇n|q +
(q − 2)2

q
‖n‖qW 2,q(Ω). (31)

By the Young inequality,

I2 + I3 + I4 ≤
1

2

∫
Ω

|∇n|q−2n2
t +

(
3

2
‖∇ψ‖2L∞(Ω) +

3(q − 2)M2

2q

)∫
Ω

|∇n|q

+
3M2

q
‖∆ψ‖qLq(Ω) +

3r̄2(1 +M2)2

2

∫
Ω

|∇n|q−2. (32)

Substituting (31)-(32) into (30), we have

1

q

d

dt
‖∇n‖qLq(Ω) ≤ C2‖∇n‖qLq(Ω) + C3‖∇n‖q−2

Lq(Ω)

+
(q − 2)2

q
‖n‖qW 2,q(Ω) +

3M2

q
‖∆ψ‖qLq(Ω), (33)

where

C2 =
(q − 2)3

2q
+

3C2
1

2
+

3(q − 2)M2

2q
,

C3 =
3r̄2(1 +M2)2

2
|Ω|

2
q .

From (33), we obtain

‖∇n(t)‖qLq(Ω) ≤ (qC2 + (q − 2)C3)

∫ t

0

‖∇n(τ)‖qLq(Ω)dτ + C4. (34)

Here
C4 =

(
3(q − 2)2 + 3M2

)
Cq1 + 2C3T + ‖n0‖qLq(Ω).

Hence, applying the Gronwall inequality to (34), we obtain

max
0≥t≤T

‖∇n(t)‖Lq(Ω) ≤ [C4 exp{(qC2 + (q − 2)C3)T}]
1
q := C5, (35)

where C5 is depending on Ω, T, q, r̄,M and the known initial and boundary
data. Thus we obtain n(x, T ) ∈ W 1,q(Ω). A similar result holds for p. Since
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the injection W 1,q(Ω) ↪→ Lq(Ω) is compact, we conclude that A is compact
on D.

Next we will prove that A is continuous on D. Let fν , f ∈ D such that
fν → f in Lq(Ω). Define (A fν)(x) = nν(x, T ) − pν(x, T ), where (ψν , nν , pν)
is the unique solution of the direct problem (1)-(5) corresponding to fν . And
let (ψ, n, p) be the solution of the same problem corresponding to f . Set

h(nν , pν , n, p) = r(nν , pν)(1− nνpν)− r(n, p)(1− np).

By the Lipschitz continuity of function r, we have

|h(nν , pν , n, p)| ≤ (L+ r̄M +M2L)(|nν − n|+ |pν − p|).

It is obvious that the functions nν − n, pν − p, ψν − ψ satisfy

−∆(ψν − ψ) = (pν − p) + (nν − n) + (fν − f),

(nν − n)t −∆(nν − n) +∇(nν − n) · ∇ψν +∇n · ∇(ψν − ψ) = h(nν , pν , n, p),

(pν − p)t −∆(pν − p)−∇(pν − p) · ∇ψν −∇p · ∇(ψν − ψ) = h(nν , pν , n, p),

and the initial and boundary conditions:

(nν − n)(x, 0) = (pν − p)(x, 0) = 0, x ∈ Ω,

(ψν − ψ)(x, t) = (nν − n)(x, t) = (pν − p)(x, t) = 0, (x, t) ∈ ST .

We multiply the equation of nν − n by |nν − n|q−2(nν − n), and integrate
with respect to x on Ω. Then we have

1

q

d

dt
‖nν − n‖qLq(Ω) +

4(q − 1)

q2

∫
Ω

|∇|nν − n|
q
2 |2

=− 2

q

∫
Ω

|nν − n|
q
2∇ψν · ∇|nν − n|

q
2 +

∫
Ω

|nν − n|q−2(nν − n)

× [−∇n · ∇(ψν − ψ) + h]

≤2(q − 1)

q2

∫
Ω

|∇|nν − n|
q
2 |2 + ‖|nν − n|q−1‖

L
q
q−1 (Ω)

‖∇n‖Lq(Ω)

× ‖∇(ψν − ψ)‖L∞(Ω) +

[
‖∇ψν‖2L∞(Ω)

2(q − 1)
+ 2(L+ r̄M +M2L)

]
×
(
‖nν − n‖qLq(Ω) + ‖pν − p‖qLq(Ω)

)
. (36)

A standard elliptic estimate gives

‖∇(ψν − ψ)‖L∞(Ω) ≤‖ψν − ψ‖W 2,q(Ω)

≤‖nν − n‖Lq(Ω) + ‖pν − p‖Lq(Ω) + ‖fν − f‖Lq(Ω), (37)
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since q > N . Substituting (37) into (36) and integrating with respect to t, we
have

‖(nν − n)(t)‖qLq(Ω) ≤ C
q
1‖fν − f‖

q
Lq(Ω)

+ C6

∫ t

0

(
‖(nν − n)(τ)‖qLq(Ω) + ‖(pν − p)(τ)‖qLq(Ω)

)
dτ, (38)

where

C6 =
qC2

1

2(q − 1)
+ 2q

(
L+ r̄M +M2L

)
+ (q − 1) + Cq1 .

A estimate similar to (38) holds for pν − p. So

‖(nν − n)(t)‖qLq(Ω) + ‖(pν − p)(t)‖qLq(Ω) ≤ 2Cq1‖fν − f‖
q
Lq(Ω)

+ 2C6

∫ t

0

(
‖(nν − n)(τ)‖qLq(Ω) + ‖(pν − p)(τ)‖qLq(Ω)

)
dτ. (39)

By the Gronwall inequality,

‖(nν − n)(T )‖qLq(Ω) + ‖(pν − p)(T )‖qLq(Ω) ≤2Cq1‖fν − f‖
q
Lq(Ω) exp (2C6T )

→ 0.

That is A fν → A f in Lq(Ω), which implies that A is continuous on D.
From above argument, we conclude that A is completely continuous on D.

�

Now we give the proof of Theorem 1.1. Throughout this proof, we will
use C to denote a positive constant independent of R, which may be different
from line to line.

Proof of Theorem 1.1. For given f ∈ D, let

Bf = A f + ζ.

Because A is completely continuous on D by Lemma 3.2, it seems clear that
the operator B is completely continuous as the composition of a nonlinear
completely continuous operator and a linear bounded one. In order to apply
the Schauder’s fixed theorem, we need to derive an priori estimate for the
nonlinear operator B on D.

Multiplying (2) and (3) by nq−1− n̄q−1 and pq−1− p̄q−1, respectively, and
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adding them together, we get

1

q

∫
Ω

(nq + pq) +
4(q − 1)

q2

∫ t

0

∫
Ω

[
|∇(n

q
2 )|2 + |∇(p

q
2 )|2

]
=

1

q

∫
Ω

(nq0 + pq0) +

∫
Ω

[
n̄q−1(n− n0) + p̄q−1(p− p0)

]
+

∫ t

0

∫
Ω

[
∇ψ ·

(
n∇(nq−1 − n̄q−1)− p∇(pq−1 − p̄q−1)

)]
+

∫ t

0

∫
Ω

[
∇n · ∇

(
n̄q−1

)
+∇p · ∇

(
p̄q−1

)]
+

∫ t

0

∫
Ω

R(n, p)
[(
nq−1 − n̄q−1

)
+
(
pq−1 − p̄q−1

)]
=J1 + · · ·+ J5. (40)

By the equation of ψ and Hölder inequality, we obtain

J3 =
q − 1

q

∫ t

0

∫
Ω

∇ψ · [∇ (nq − n̄q)−∇ (pq − p̄q)]

+

∫ t

0

∫
Ω

∇ψ ·
[
(n̄− n)∇

(
n̄q−1

)
− (p̄− p)∇

(
p̄q−1

)]
≤q − 1

q

∫ t

0

∫
Ω

(p− n+ f) [(nq − pq)− (n̄q − p̄q)]

+ C

∫ t

0

‖∇ψ‖L2(Ω)

[
‖n− n̄‖L2(Ω) + ‖p− p̄‖L2(Ω)

]
≤C

[
1 + t‖f‖Lq(Ω) +

∫ t

0

(
‖n‖qLq(Ω) + ‖p|qLq(Ω)

)]
+
q − 1

q
‖f‖Lq(Ω)

∫ t

0

(
‖n‖q

L
q2

q−1 (Ω)

+ ‖p‖q
L
q2

q−1 (Ω)

)

+ C‖f‖L2(Ω)

∫ t

0

(
‖n‖L2(Ω) + ‖p‖L2(Ω)

)
, (41)

where we have used that (p− n)(nq − pq) ≤ 0 and

‖∇ψ‖L2(Ω) ≤ ‖p‖L2(Ω) + ‖n‖L2(Ω) + ‖f‖L2(Ω) + ‖ψ̄‖H1(Ω).

Due to the Gagliardo-Nirenberg inequality [21], we get

‖n‖q
L
q2

q−1 (Ω)

= ‖n
q
2 ‖2
L

2q
q−1 (Ω)

≤ ‖n
q
2 ‖2λL2(Ω)‖∇(n

q
2 )‖2(1−λ)

L2(Ω) (42)
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where 0 < 1− λ = N( 1
2 −

q−1
2q ) < 1. Substituting the estimate (42) for n and

a similar estimate for p into (41), and applying the Hölder inequality, we get

J3 ≤C
[
1 + t‖f‖Lq(Ω) + t‖f‖

q
q−1

Lq(Ω) + ‖f‖
1
λ

Lq(Ω)

∫ t

0

(
‖n‖qLq(Ω) + ‖p‖qLq(Ω)

)]
+

2(q − 1)

q2

∫ t

0

(
‖∇(n

q
2 )‖2L2(Ω) + ‖∇(p

q
2 )‖2L2(Ω)

)
. (43)

In addition, from the nonnegativity of n and p and Hölder inequality we have

J4 ≤
1

4

∫ t

0

(
‖∇n‖2L2(Ω) + ‖∇p‖2L2(Ω)

)
+ C (44)

and

J5 ≤
∫ t

0

(
‖n‖qLq(Ω) + ‖p‖qLq(Ω)

)
+ C. (45)

From (40), (43)-(45), we get

1

q

∫
Ω

(nq + pq) +
2(q − 1)

q2

∫ t

0

∫
Ω

[
|∇(n

q
2 )|2 + |∇(p

q
2 )|2

]
≤C

[
1 + t‖f‖Lq(Ω) + t‖f‖

q
q−1

Lq(Ω) + ‖f‖
1
λ

Lq(Ω)

∫ t

0

(
‖n‖qLq(Ω) + ‖p‖qLq(Ω)

)]
+

1

4

∫ t

0

(
‖∇n‖2L2(Ω) + ‖∇p‖2L2(Ω)

)
. (46)

Especially, when q = 2, estimate (46) turns to

1

2

∫
Ω

(
n2 + p2

)
+

1

2

∫ t

0

∫
Ω

[
|∇n|2 + |∇p|2

]
≤C

[
1 + t‖f‖Lq(Ω) + t‖f‖2Lq(Ω) + ‖f‖

4−N
4

Lq(Ω)

∫ t

0

(
‖n‖2L2(Ω) + ‖p‖2L2(Ω)

)]
+

1

4

∫ t

0

(
‖∇n‖2L2(Ω) + ‖∇p‖2L2(Ω)

)
. (47)

Then adding (46) and (47) leads to

‖n(t)‖qLq(Ω) + ‖p(t)‖qLq(Ω) ≤ C
(

1 + t‖f‖Lq(Ω) + t‖f‖
q
q−1

Lq(Ω) + t‖f‖2Lq(Ω)

)
+ C

(
‖f‖

1
λ

Lq(Ω) + ‖f‖
4−N

4

L2(Ω)

)∫ t

0

(
‖n‖qLq(Ω) + ‖p‖qLq(Ω)

)
. (48)
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Thus, the application of Gronwall inequality gives that

sup
0≤t≤T

(
‖n(t)‖Lq(Ω) + ‖p(t)‖Lq(Ω)

)
≤
{
C(1 + TR+ TR2 + TR

q
q−1 ) exp

[
C
(
R

1
λ +R

4−N
4

)
T
]} 1

q

. (49)

From (49) it follows that for arbitrary f ∈ D, there exists a sufficiently small
T ∗ > 0 such that

‖Bf‖Lq(Ω) ≤ ‖n(x, T )‖Lq(Ω) + ‖q(x, T )‖Lq(Ω) + ‖ζ‖Lq(Ω) ≤ R,

if we choose R such that R > 2 max{C
1
q , ‖ζ‖Lq(Ω)} and T ≤ T ∗.

This shows that the nonlinear operator B is completely continuous and
carries the closed bounded set D into itself. Schauder’s fixed pointed theorem
implies that B has a fixed pointed lying within D. Then Lemma 3.1 yields
that there exists a solution of the inverse problem (1)-(6), thereby completing
the proof of the theorem. �

4 Uniqueness result for the inverse problem

Now we prove the uniqueness of the solution of our inverse problem (1)-(6) for
small time T .

Proof of Theorem 1.2. Suppose that (ψ1, n1, p1, f1) and (ψ2, n2, p2, f2) are

two solutions of our inverse problem (1)-(6) and define (ψ̂, n̂, p̂, f̂) = (ψ1 −
ψ2, n1 − n2, p1 − p2, f1 − f2), Gi = G(ni, pi), i = 1, 2 and Ĝ = G1 −G2. Then

(ψ̂, n̂, p̂, f̂) satisfies

n̂t −∆n̂+∇ · (n1∇ψ̂ + n̂∇ψ2) = Ĝ, (50)

p̂t −∆p̂−∇ · (p1∇ψ̂ + p̂∇ψ2) = Ĝ, (51)

−∆ψ̂ = p̂− n̂+ f̂ , (52)

f̂ = n̂(x, T )− p̂(x, T ) (53)

in QT , with initial and boundary conditions

ψ̂ = n̂ = p̂ = 0, on ∂Ω, n̂(·, 0) = p̂(·, 0) = 0, in Ω. (54)

Multiplying (50) and (51) by n̂ and p̂ respectively, and adding these two equal-
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ities, we have

1

2

∫
Ω

(
|n̂(t)|2 + |p̂(t)|2

)
+

∫ t

0

∫
Ω

(
|∇n̂|2 + |∇p̂|2

)
≤
∫ t

0

∫
Ω

∇ψ̂ · (n1∇n̂− p1∇p̂) +

∫ t

0

∫
Ω

∇ψ2 · (n̂∇n̂− p̂∇p̂) +

∫ t

0

∫
Ω

Ĝ(n̂+ p̂)

= K1 +K2 +K3. (55)

By Young’s inequality,

K1 ≤(‖n1‖2L∞(QT ) + ‖p1‖2L∞(QT ))‖∇ψ̂‖
2
L2(QT )

+
1

4
(‖∇n̂‖2L2(Qt)

+ ‖∇p̂‖2L2(Qt)
), (56)

and

K2 ≤‖∇ψ2‖2L∞(QT )(‖n̂‖
2
L2(Qt)

+ ‖p̂‖2L2(Qt)
)

+
1

4
(‖∇n‖2L2(Qt)

+ ‖∇p‖2L2(Qt)
). (57)

The Lipschitz continuity of r in (n, p) implies

|Ĝ| ≤ r̄‖p1‖L∞(QT )n̂+ r̄‖n2‖L∞(QT )p̂+ L‖n2‖L∞(QT )‖p2‖L∞(QT )(n̂+ p̂).

Hence,

K3 ≤
[

2

3
r̄
(
‖p1‖L∞(QT ) + ‖n2‖L∞(QT )

)
+ 2L‖n2‖L∞(QT )‖p2‖L∞(QT )

]
× (‖n̂(t)‖2L2(Qt)

+ ‖p̂(t)‖2L2(Qt)
). (58)

In addition, from the elliptic equation (52) and (53), we get

‖∇ψ̂(t)‖2L2(Qt)
≤‖p̂(t)‖2L2(Qt)

+ ‖n̂(t)‖2L2(Qt)

+ t
(
‖n̂(x, T )‖2L2(Ω) + ‖p̂(x, T )‖2L2(Ω)

)
(59)

Gathering (55)-(59), we obtain

‖n̂(t)‖2L2(Ω) + ‖p̂(t)‖2L2(Ω) ≤C1

(
‖n̂(x, T )‖2L2(Ω) + ‖p̂(x, T )‖2L2(Ω)

)
t

+ C2

∫ t

0

(
‖n̂(τ)‖2L2(Ω) + ‖p̂(τ)‖2L2(Ω)

)
dτ, (60)
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where

C1 := 2(‖n1‖2L∞(Ω) + ‖p1‖2L∞(Ω)),

C2 := C16 + 2

(
‖∇ψ2‖2L∞(QT ) +

2

3
r̄
(
‖p1‖L∞(QT ) + ‖n2‖L∞(QT )

)
+2L‖n2‖L∞(QT )‖p2‖L∞(QT )

)
.

Therefore, the Gronwall inequality yields that for all t ∈ [0, T ]

‖n̂(t)‖L2(Ω) + ‖p̂(t)‖L2(Ω) ≤ C1

(
‖n̂(x, T )‖L2(Ω) + ‖p̂(x, T )‖L2(Ω)

)
TeC2t. (61)

From (61), we conclude that there exists a sufficiently small T ∗ such that

‖n̂(x, T )‖L2(Ω) + ‖p̂(x, T )‖L2(Ω) = 0,

if T ∈ [0, T ∗]. Then it follows that ‖f̂‖L2(Ω) = 0 by (53), i.e. f̂(x) = 0, a.e. in

Ω. Corresponding to such f̂ , we deduce that the unique solution (ψ̂, n̂, p̂) of
the direct problem (50)-(52) and (54) is the trivial solution. That is,

ψ̂ = n̂ = p̂ = 0, a.e. in QT .

So, the proof is completed. �
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