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#### Abstract

A new approach to control an omnidirectional mobile manipulator is developed. The robot is considered to be an individual agent aimed at performing robotic tasks described in terms of a displacement and a force interaction with the environment. A reactive architecture and impedance control are used to ensure reliable task execution in response to environment stimuli. The mechanical structure of our holonomic mobile manipulator is built of two joint manipulators mounted on a holonomic vehicle. The vehicle is equipped with three driven axles with two spherical orthogonal wheels. Taking into account the dynamical interaction between the base and the manipulator, one can define the dynamics of the mobile manipulator and design a nonlinear controller using the input-state linearization method. The control structure of the robot is built in order to demonstrate the main capabilities regarding navigation and obstacle avoidance. Several simulations were conducted to prove the effectiveness of this approach.
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## 1. Introduction

To date, there have been a lot of research efforts regarding developing mobile mechanisms, which can be categorized into three types: vehicles equipped with wheels similar to general (automobile-type) vehicles, with two parallel wheels and one caster wheel, and the ones with omnidirectional wheels (Campion et al., 1996). Automobiletype vehicles cannot perform rotation or side-translational motion in a narrow space; vehicles with two parallel wheels and one caster mechanism cannot perform sidetranslational motion either.

The omni-directional mobile robot is a kind of holonomic robot. Compared with the more common car like (nonholonomical) mobile robot, the omni-directional one has the ability to move simultaneously and independently in translation and rotation (Pin and Killough, 1994). Most of the work on motion control of omnidirectional mobile robots is based mainly on the kinematic model. This is equivalent to assuming that robots are massless bodies and therefore can ideally respond to the input motion control commands, which indeed does not reflect the real situation especially for heavy and fast moving robots. For
this reason, efforts have been made to develop precise dynamic models to improve robot performance (Williams et al., 2002; Watanabe et al., 1998).

One of the main problems in robotic research is to provide efficient control algorithms in order to allow robots to execute desired tasks. These tasks are various and require great mobility and dexterity of the robotic system. A mobile manipulator is generally one of the structures aimed at these applications. It is basically a robotic arm mounted on a moving base and can be used to perform a variety of tasks that are mostly related to material handling application. The capability of mobile manipulation is important for some autonomous mobile robot applications, which need to interact with the environment dynamically. These applications require both a large workspace and a dexterous manipulation capability. Application examples in servicing robotics include the ARMAR robot (Albers et al., 2006), ROBONAUT (Ambrose et al., 2004), HERMES (Bischoff and Graefe, 2004), HADALY-2 (Hashimoto, 2002), the mobile robot HELPER (Kosuge et al., 2000) or SAIKA (Konno et al., 1997), etc. The mobility of the mobile
platform substantially increases the performance capabilities of the system. For example, the platform increases the size of the manipulator workspace and enables the manipulator to position the end-effector for executing the task efficiently. Because of the kinematic redundancy and mobility, the functionality of the mobile manipulator is increased to a greater extent (Abdessemed et al., 2006; Bayle, 2001; Yamamoto, 1994).

Mobile manipulators are often equipped with wheels. The arrangement of the wheels and their actuation device determine the holonomic or nonholonomic nature of its locomotion system (Campion et al., 1996), whereas some wheeled mobile manipulators built of an omnidirectional platform are holonomic (Khatib et al., 1996). While the mobile manipulator provides numerous advantages compared with the fixed base manipulator, path planning and control of such a system are challenging problems. First, there is the problem of redundancy and coordination. However, coordination can be performed by using kinematic or dynamic models. The dynamic model of a mobile manipulator is complex and there is a high degree of coupling between the platform and the arm. The dynamics of the mobile platform and the manipulator arm are quite different. The base is heavy and has slow dynamics. The arm is relatively light and has fast dynamics. Such a system can provide precise motion of the arm for local operation and retain the versatility and workspace of the mobile platform. In this paper, our mobile manipulator is holonomic. It is built of a two degree manipulator mounted on a holonomic structure equipped with three motorized axles with two spherical orthogonal wheels (Mourioux et al., 2006; Poisson et al., 2001). In this work we aim to control the whole dynamics of such a structure in terms of state space feedback.

Feedback linearization methods can be viewed as ways of algebraically transforming a fully or partially nonlinear dynamic system into a simple linear one. In the standard approach to exact input-state linearization, one uses coordinate transformation and static state feedback such that the closed-loop system, in the defined region, takes a linear canonical form. After the system's linearized form is obtained, the linear control design scheme is employed to achieve stabilization or tracking of a desired trajectory (Isidori, 1995; Slotine and Li, 1991). This scheme is used in local coordinate linearization with an outer loop aimed at avoiding collisions with obstacles. A sensorial system should detect an obstacle and measure its distance to calculate a control action to change the mobile robot trajectory, thus avoiding any obstacles. Most works in this area consider motion control of a mobile robot while avoiding obstacles (Carelli et al., 1999; Borenstein and Koren, 1991; Khatib, 1986; Hogan, 1985). In order to unify our approach, we propose to use the impedance control during obstacle avoidance. The control architecture combines two loops: a motion control loop and a sec-
ond external impedance control loop. The latter provides a modification of the trajectory of the mobile platform when an obstacle appears on the trajectory of the mobile manipulator. The main contributions of this paper include: the proposal of a new architecture of the robot, designing a control structure for obstacle avoidance, and determining the corresponding impedance parameters using fuzzy logic.

The paper is organized in as follows. Section 2 is aimed to present the robot architecture. Sections 3 and 4 present the kinematic and dynamic models of the robot manipulator and the omnidirectional mobile platform. The model of the omnidirectional mobile manipulator is developed in Section 5. In Section 6, a local coordinates linearization controller for the mobile manipulator is developed. The concept of virtual impedance control is presented in Section 7. In Section 8, simulation tests are presented to show the performance of the control algorithms. Section 9 concludes the paper.

## 2. Robot structure and architecture

We consider a mobile manipulator depicted in Fig. 8. It consists of an omnidirectional mobile platform (Figs. 3 and 4) and a two-link manipulator (Fig. 2). The platform moves by driving the three wheels. This mechanical structure is monitored by using a design of a distributed multi-tasking environment. This environment offers multi-thread programming capabilities and interprocess communication message protocols. The design of the mobile manipulator structure must integrate multiple capabilities such as navigation, manipulation and interaction with the environment. The mobile manipulator has to avoid static/dynamic obstacles as well as collaborate with other robots or humans. Such behaviors have to be organized in order to achieve a variety of tasks. The multi-agent structure offers the appropriate approach. The robot is autonomous and can communicate with the others in order to synchronize its response according to the required task. In our approach the mobile manipulator represents an agent (Djebrani et al., 2010a; Djebrani and Abdessemed, 2009). Its structure is organized as in Fig. 1.

The robot structure is composed mainly of the following modules:

- Control mode manager. This module ensures the management of the control law selection. Thus, we defined the generic organization of a multiple layer structure. Each layer provides a specific controller. By means of this module the robot can select different strategies (free navigation, obstacle avoidance, etc.) or alternate the roles when cooperating with other robots.
- Communication module. The objective of this


Fig. 1. Robot architecture.


Fig. 2. Two-link revolute arm.
module is twofold: it permits to communicate with other agents and gives the human operator all the information needed to monitor the state of the robot.

- Sensors module. This module senses the robot and the environment. It collects all data exchanges with the robot state module. In our application we considered ultrasonic sensors implemented as shown in Fig. 6. Ultrasonic sensors are arranged in front of the robot and two adjacent sensors are at a distance of 45 degrees from each other. The maximum range of each sensor slightly exceeds 3 m . At a fixed sampling time the module measures and transmits the necessary information about position, velocity, etc. to the robot state module.
- Adaptive fuzzy controller. This module is aimed to tune the parameters of the impedance used to control the robot displacement. This module is summarized in Section 7.
- Watchdog module. To ensure the safety of the robot, this module detects all the communication errors during the robotics tasks.
- Robot state module. This module includes all information from the sensors module and the communication manager module. It manages data collection and its storage in the controller memory.
- Actuators controller module. This module takes care of sending to the actuators the current desired velocities. It provides low-level control of the robot depending on the chosen mode designated by the control mode manager module.

All the described modules are used to control the robot's behavior. In the next section we shall present robot modelling in order to develop the control law implementation used in the control mode manager.

## 3. Robot manipulator modelling

A robotic manipulator with $n_{r}$ degrees of freedom joints can be modeled as a set of rigid bodies connected in a series with one end fixed to the ground and the other end free (Sciavicco and Siciliano, 2000; Spong et al., 1989; Khalil and Kleinfinger, 1986). The bodies are actuated with revolute or prismatic joints. A two-link planar $R R$ robot arm is shown in Fig. 2. The robot arm is restricted to move in the plane. The robotic arm configuration is given by the rotational angles $q_{r_{1}}$ and $q_{r_{2}}$. Let us define the robot joint vector $q_{r}=\left[q_{r_{1}}, q_{r_{2}}\right]^{T}$ of dimension $n_{r}=2$, and let us define the end-effector location by the planar position of $O_{r_{2}}$ in $R_{r_{0}}: \xi_{r}=\left[x_{r}, y_{r}\right]^{T}$ of dimension $m_{r}=2$. The robotic arm KM (Kinematic Model) is

$$
\left\{\begin{array}{l}
x_{r}=l_{1} \cos \left(q_{r_{1}}\right)+l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}\right),  \tag{1}\\
y_{r}=l_{1} \sin \left(q_{r_{1}}\right)+l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}\right)
\end{array}\right.
$$

The dynamic equation of the manipulator using the Lagrange formalism is given by

$$
\begin{equation*}
M_{r}\left(q_{r}\right) \dot{\omega}_{r}+C_{r_{1}}\left(q_{r}, \omega_{r}\right) \omega_{r}=\tau_{r} \tag{2}
\end{equation*}
$$

where the $n_{r} \times n_{r}$ "inertia matrix" $M_{r}\left(q_{r}\right)$ is symmetric and positive definite for each $q_{r} \in \mathbb{R}^{n_{r}}, C_{r_{1}}\left(q_{r}, \omega_{r}\right)$ is the Coriolis/centrifugal matrix. The inputs $\tau_{r_{i}}$ to the system are the torques applied to each arm. The dynamic equation of the planar robot manipulator is derived by using the Euler-Lagrange method giving

$$
\begin{align*}
& {\left[\begin{array}{ll}
M_{r}^{(11)} & M_{r}^{(12)} \\
M_{r}^{(21)} & M_{r}^{(22)}
\end{array}\right]\left[\begin{array}{c}
\dot{\omega}_{r_{1}} \\
\dot{\omega}_{r_{2}}
\end{array}\right]} \\
& \quad+\left[\begin{array}{cc}
h \omega_{r_{2}} & h\left(\omega_{r_{1}}+\omega_{r_{2}}\right) \\
-h \omega_{r_{1}} & 0
\end{array}\right]\left[\begin{array}{l}
\omega_{r_{1}} \\
\omega_{r_{2}}
\end{array}\right]=\left[\begin{array}{l}
\tau_{r_{1}} \\
\tau_{r_{2}}
\end{array}\right], \tag{3}
\end{align*}
$$



Fig. 3. ROMNI: omnidirectional robot.


Fig. 4. Absolute frame, robot frame and axle frame.

$$
\begin{aligned}
\omega_{r}= & {\left[\omega_{r_{1}}, \omega_{r_{2}}\right]^{T}=\dot{q}_{r}=\left[\dot{q}_{r_{1}}, \dot{q}_{r_{2}}\right]^{T}, } \\
\tau_{r}= & {\left[\tau_{r_{1}}, \tau_{r_{2}}\right]^{T}, } \\
M_{r}^{(11)}= & m_{1} l_{c_{1}}^{2}+m_{2}\left(l_{1}^{2}+l_{c_{2}}^{2}+2 l_{1} l_{c_{2}} \cos \left(q_{r_{2}}\right)\right) \\
& +I_{1}+I_{2}, \\
M_{r}^{(12)}= & M_{r}^{(21)}=m_{2}\left(l_{c_{2}}^{2}+l_{1} l_{c_{2}} \cos \left(q_{r_{2}}\right)\right)+I_{2}, \\
M_{r}^{(22)}= & m_{2} l_{c_{2}}^{2}+I_{2}, \\
h= & -m_{2} l_{1} l_{c_{2}} \sin \left(q_{r_{2}}\right),
\end{aligned}
$$

where $q_{r_{i}}$ denotes the joint angle, $m_{i}$ denotes the mass of Link $i, l_{i}$ denotes the length of Link $i, l_{c_{i}}$ denotes the distance from the previous joint to the center of mass of Link $i$ and $I_{i}$ denotes the moment of inertia of Link $i$.

## 4. Omnidirectional mobile robot modelling

This section presents kinematic and dynamic modelling of the ROMNI omnidirectional robot. This robot was developed at the Bourges PRISME laboratory (Mourioux et al., 2006; Poisson et al., 2001). As a first step to develop a robot controller, the equations of robot motion have to be derived.
4.1. Kinematic modelling. Figure 3 shows the bottom view of the ROMNI robot. This robot has a mechanical


Fig. 5. Axle with longitudinal orthogonal wheels.


Fig. 6. Robot and its ultrasonic perception system.
structure that enables it to change its displacement direction at any moment, without reconfiguring its rolling parts (Mourioux et al., 2006; Poisson et al., 2001). The axle is composed of two orthogonal wheels with a phase of $\pi / 2$ (Figs. 4 and 5). The reader can refer to the works of Mourioux et al. (2006) and Poisson et al. (2001) for more details on an exact description of this structure. The posture is defined in Fig. 4, where $(O, \vec{x}, \vec{y})$ is the world coordinate system, $O$ is the reference point, $\left(O^{\prime}, \vec{x}^{\prime}, \vec{y}^{\prime}\right)$ is the robot coordinate system, and the point $O^{\prime}$ is the center of the robot.

In order to determine the kinematic model of the platform, one can calculate the velocity $\vec{V}_{O_{i}}$ of the contact point of the wheel with the floor ( $O_{i}$ in Figs. 4 and 5):

$$
\begin{align*}
\vec{V}_{O_{i}} & =\vec{V}_{O^{\prime}}+\vec{\Omega} \wedge \overrightarrow{O^{\prime} O_{i}}  \tag{4}\\
& =\dot{x} \vec{x}+\dot{y} \vec{y}+\dot{\vartheta} R_{i} \vec{v}_{i}
\end{align*}
$$

If we assume that the wheels do not slip, the relative velocity of the wheel-to-floor contact point is zero. Then for each contact point $O_{1}, O_{2}$ and $O_{3}$, we can write

$$
\begin{equation*}
\vec{V}_{O_{i}} \vec{v}_{i}=-r \dot{\varphi}_{i}, \quad \forall i \in\{1,2,3\} \tag{5}
\end{equation*}
$$

We use the following notation: $\vec{u}_{i}$ and $\vec{v}_{i}$ are the vectors of longitudinal direction of the $i$-th axle and its perpendicular, respectively; $O_{i}$ is the contact point of the
wheel with the floor; $\vec{V}_{O_{i}}$ is the velocity of the point $O_{i}$; $\vec{V}_{O^{\prime}}$ is the velocity of the point $O^{\prime} ; \vec{\Omega}$ stands for the angular velocity of the $O^{\prime}$ point; $\dot{\varphi}_{i}$ is the angular velocity of the $i$ axle; $R_{i}$ is the variable distance $O^{\prime} O_{i} ; \vartheta$ is the angle between $\vec{x}$ and $\vec{x}^{\prime}$ (it characterizes the absolute orientation of the robot); $r$ is the radius of the sphere; $\alpha_{i}$ is the angle between $\vec{x}^{\prime}$ and $\vec{u}_{i}, \alpha_{1}=0, \alpha_{2}=2 \pi / 3, \alpha_{3}=4 \pi / 3$; $\dot{x}, \dot{y}, \dot{\vartheta}$ are the kinematic parameters of the motion at the point $O^{\prime}$ of the platform expressed in the absolute reference frame linked to the environment $(O, \vec{x}, \vec{y})$.

First, consider the following three-dimensional vector describing the robot:

$$
\begin{equation*}
\xi_{p}=[x, y, \vartheta]^{T} \tag{6}
\end{equation*}
$$

where $x$ and $y$ are the coordinates related to the reference $O^{\prime}$ in the world frame. Second, write

$$
\begin{equation*}
\omega_{v}=\left[\omega_{v_{1}}, \omega_{v_{2}}, \omega_{v_{3}}\right]^{T}=\left[\dot{\varphi}_{1}, \dot{\varphi}_{2}, \dot{\varphi}_{3}\right]^{T} \tag{7}
\end{equation*}
$$

where $\omega_{v_{1}}, \omega_{v_{2}}$ and $\omega_{v_{3}}$ are the angular velocities of the robot wheels. From the works of Djebrani et al. (2011; 2010b; 2009), Mourioux et al. (2006) and Poisson et al. (2001), the Jacobian $J$ can be obtained, providing a direct relation between global velocities and angular velocities

$$
\begin{align*}
& \text { of the wheels: } \\
& \qquad \omega_{v}=\frac{1}{r} J \dot{\xi}_{p}  \tag{8}\\
& \qquad\left\{\begin{array}{l}
\dot{x} \sin \left(\vartheta+\alpha_{1}\right)-\dot{y} \cos \left(\vartheta+\alpha_{1}\right)-\dot{\vartheta} R_{1}=r \omega_{v_{1}} \\
\dot{x} \sin \left(\vartheta+\alpha_{2}\right)-\dot{y} \cos \left(\vartheta+\alpha_{2}\right)-\dot{\vartheta} R_{2}=r \omega_{v_{2}} \\
\dot{x} \sin \left(\vartheta+\alpha_{3}\right)-\dot{y} \cos \left(\vartheta+\alpha_{3}\right)-\dot{\vartheta} R_{3}=r \omega_{v_{3}}
\end{array}\right. \tag{9}
\end{align*}
$$

where $J=A R(\vartheta)$,

$$
A=\left[\begin{array}{ccc}
\sin \alpha_{1} & -\cos \alpha_{1} & -R_{1}  \tag{10}\\
\sin \alpha_{2} & -\cos \alpha_{2} & -R_{2} \\
\sin \alpha_{3} & -\cos \alpha_{3} & -R_{3}
\end{array}\right]
$$

and

$$
R(\vartheta)=\left[\begin{array}{ccc}
\cos \vartheta & \sin \vartheta & 0  \tag{11}\\
-\sin \vartheta & \cos \vartheta & 0 \\
0 & 0 & 1
\end{array}\right]
$$

For each axle, we set $R_{i}$ as the distance $O^{\prime} O_{i}$ (the variable distance determined by the sphere of the $i$-th axle in contact with the floor):

$$
\begin{align*}
& R_{i} \\
& =\left\{\begin{array}{c}
R_{i_{\min }}+\frac{1}{2} \Delta R \text { if } 0 \leq \varphi_{i}<\frac{\pi}{2} \text { and } \pi \leq \varphi_{i}<\frac{3 \pi}{2} \\
R_{i_{\max }}-\frac{1}{2} \Delta R \text { if } \frac{\pi}{2} \leq \varphi_{i}<\pi \text { and } \frac{3 \pi}{2} \leq \varphi_{i}<2 \pi
\end{array}\right. \tag{12}
\end{align*}
$$

where $\Delta R=R_{i_{\max }}-R_{i_{\min }}$ corresponds to the difference of the radii between the two truncated spheres of the same axle, $R_{i_{\max }}$ and $R_{i_{\text {min }}}$ characterize the configuration of
the wheels under the axle, $\varphi_{i}$ is the angular coordinate of the $i$-th axle. Now we are ready to develop the dynamic model.
4.2. Dynamic modelling. Let us first determine the motor dynamics. The shaft output torque is determined by taking into account all forces acting on each wheel. The main force acting on the wheels is the force to overcome the inertia of the base while accelerating. This force consists of two components: the first force accelerates the base laterally while the second accelerates angularly. Due to the inertia of the base, the force needs to be applied to accelerate and decelerate the base. This force is exerted by the wheels, which transfer the motor torque to the drive surface. The required force can be calculated using Newton's second law (Spong et al., 1989):

$$
\begin{equation*}
F=D \ddot{\xi}_{p} \tag{13}
\end{equation*}
$$

where

$$
D=\left[\begin{array}{ccc}
m_{R} & 0 & 0  \tag{14}\\
0 & m_{R} & 0 \\
0 & 0 & I_{R}
\end{array}\right]
$$

Using Eqn. (8) with $J=A R(\vartheta)$, we obtain

$$
\begin{equation*}
\ddot{\xi}_{p}=r \dot{R}^{T} A^{-1} \omega_{v}+r R^{T} A^{-1} \dot{\omega}_{v} \tag{15}
\end{equation*}
$$

The magnitude of the global forces $F_{x}, F_{y}$ and the moment $M_{t}$ can be written using the base mass $m_{R}$ and the moment of inertia $I_{R}$ as

$$
\left[\begin{array}{l}
F_{x}  \tag{16}\\
F_{y} \\
M_{t}
\end{array}\right]=\left[\begin{array}{ccc}
m_{R} & 0 & 0 \\
0 & m_{R} & 0 \\
0 & 0 & I_{R}
\end{array}\right]\left[\begin{array}{c}
\ddot{x} \\
\ddot{y} \\
\ddot{\vartheta}
\end{array}\right] .
$$

The global forces $F_{x}$ and $F_{y}$ can be substituted by the sum of the lateral shaft force components in the $x$ and $y$ directions, respectively, while the global moment $M_{t}$ is given by the product of the combined local force vectors and the radius on which they act (Fig. 7):

$$
\left\{\begin{align*}
F_{x}= & f_{1_{x}}+f_{2_{x}}+f_{3_{x}}  \tag{17}\\
= & -f_{1} \sin \left(\vartheta+\alpha_{1}\right)-f_{2} \sin \left(\vartheta+\alpha_{2}\right) \\
& -f_{3} \sin \left(\vartheta+\alpha_{3}\right) \\
F_{y}= & f_{1_{y}}+f_{2_{y}}+f_{3_{y}} \\
& +f_{1} \cos \left(\vartheta+\alpha_{1}\right)+f_{2} \cos \left(\vartheta+\alpha_{2}\right) \\
& +f_{3} \cos \left(\vartheta+\alpha_{3}\right) \\
M_{t}= & f_{1} R_{1}+f_{2} R_{2}+f_{3} R_{3}
\end{align*}\right.
$$

or, in a more compact form,

$$
\begin{equation*}
F=\left[m_{R} \ddot{x}, m_{R} \ddot{y}, I_{R} \ddot{\vartheta}\right]^{T}=J^{T}\left[f_{1}, f_{2}, f_{3}\right]^{T} \tag{18}
\end{equation*}
$$

We can write

$$
\begin{equation*}
\left[f_{1}, f_{2}, f_{3}\right]^{T}=J^{-T}\left[m_{R} \ddot{x}, m_{R} \ddot{y}, I_{R} \ddot{\vartheta}\right]^{T} \tag{19}
\end{equation*}
$$



Fig. 7. Dynamic diagram of the three-wheel base.
where $f_{i}$ is the traction force of each wheel. By replacing (15) in (19), we obtain

$$
\begin{equation*}
f=A^{-T} R D\left[r \dot{R}^{T} A^{-1} \omega_{v}+r R^{T} A^{-1} \dot{\omega}_{v}\right] \tag{20}
\end{equation*}
$$

The dynamics of each wheel driven by a DC motor can be described as

$$
\begin{align*}
& I_{m} \dot{\omega}_{m_{i}}+\left(\frac{C_{m} C_{e}}{R_{a}}+b_{m}\right) \omega_{m_{i}}-\frac{C_{m}}{R_{a}} \tau_{v_{i}} \\
&=-\frac{r}{n_{m}} f_{i} \tag{21}
\end{align*}
$$

where $I_{m}$ is the combined moment of inertia of the motor, gear train and wheel referred to the motor shaft, $\omega_{m_{i}}$ is the rotational speed of the motor shaft, $R_{a}$ is the armature resistance, $C_{e}$ is the Electro-Motive Force (EMF) constant, $C_{m}$ is the motor torque constant, $b_{m}$ is the viscous friction coefficient which is a combination of the motor and gear trains, $n_{m}$ is the gear ratio, $\tau_{v_{i}}$ is the armature voltage applied (specAmotor, 2011).

In matrix form we have to consider the relation $\omega_{m_{i}}=n_{m} \omega_{v_{i}}$ between the motor and robot rotational speeds:

$$
\begin{equation*}
f=-P \dot{\omega}_{v}-Q \omega_{v}+E_{v} \tau_{v} \tag{22}
\end{equation*}
$$

where

$$
\begin{aligned}
P & =\frac{n_{m}^{2}}{r} I_{m}\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \\
Q & =\frac{n_{m}^{2}}{r}\left(\frac{C_{m} C_{e}}{R_{a}}+b_{m}\right)\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \\
E_{v} & =\frac{n_{m}}{r} \frac{C_{m}}{R_{a}}\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] .
\end{aligned}
$$



Fig. 8. Planar mobile manipulator with an omnidirectional platform.

By replacing (20) in (22), one can write the dynamical equation of the mobile robot as

$$
\begin{equation*}
M_{v_{1}}\left(\xi_{p}\right) \dot{\omega}_{v}+C_{v_{1}}\left(\xi_{p}, \omega_{v}\right) \omega_{v}=E_{v} \tau_{v} \tag{23}
\end{equation*}
$$

where

$$
M_{v_{1}}\left(\xi_{p}\right)=\left(r A^{-T} R D R^{T} A^{-1}+P\right)
$$

$$
C_{v_{1}}\left(\xi_{p}, \omega_{v}\right)=\left(r A^{-T} R D \dot{R}^{T} A^{-1}+Q\right)
$$

are the inertia and coupling matrices, respectively.

## 5. Omnidirectional mobile manipulator modelling

Consider the mobile manipulator depicted in Fig. 8. It consists of an omnidirectional mobile platform and a twolink manipulator. The platform moves by driving the three wheels. The manipulator is constructed as a two-link planar arm with motors attached to the joints.
5.1. Kinematic modelling. We reduce the location to the planar position of the end-effector in the horizontal plane. The location of the platform is given by a vector $\xi_{p}=[x, y, \vartheta]^{T}$ which defines the position and the orientation of the platform in the frame $\mathcal{R}$. The position of the point $O_{r_{2}}$ in the frame $\mathcal{R}$ is thus given by a vector $\xi=\left[x_{1}, y_{1}\right]^{T}$. The coordinates of $O_{r_{0}}$ in $\mathcal{R}^{\prime}$ are given by $\left[a_{1}, a_{2}\right]^{T}$ (see Fig. 8). According to (1), the KM of this
mobile manipulator is (Bayle, 2001; Campion et al., 1996)

$$
\left\{\begin{align*}
x_{1}= & {\left[a_{1}+l_{1} \cos \left(q_{r_{1}}\right)+l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}\right)\right] \cos (\vartheta) }  \tag{24}\\
& -\left[a_{2}+l_{1} \sin \left(q_{r_{1}}\right)+l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}\right)\right] \\
& \sin (\vartheta)+x, \\
y_{1}= & {\left[a_{1}+l_{1} \cos \left(q_{r_{1}}\right)+l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}\right)\right] \sin (\vartheta) } \\
& +\left[a_{2}+l_{1} \sin \left(q_{r_{1}}\right)+l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}\right)\right] \\
& \cos (\vartheta)+y
\end{align*}\right.
$$

From (24), we get the ILKM (Instantaneous Location Kinematic Model):

$$
\begin{align*}
& \dot{\xi}=\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{y}_{1}
\end{array}\right]=\bar{J}\left(q_{r_{1}}, q_{r_{2}}, \vartheta\right)\left[\begin{array}{c}
\dot{q}_{r_{1}} \\
\dot{q}_{r_{2}} \\
\dot{x} \\
\dot{y} \\
\dot{\vartheta}
\end{array}\right],  \tag{25}\\
& \bar{J}\left(q_{r_{1}}, q_{r_{2}}, \vartheta\right) \\
& =\left[\begin{array}{cccc}
-l_{1} S_{1 \vartheta}-l_{2} S_{12 \vartheta} & -l_{2} S_{12 \vartheta} & 1 & 0 \\
l_{1} C_{1 \vartheta}+l_{2} C_{12 \vartheta} & l_{2} C_{12 \vartheta} & 0 & 1
\end{array}\right. \\
& -a_{1} S_{\vartheta}-a_{2} C_{\vartheta}-l_{1} S_{1 \vartheta}-l_{2} S_{12 \vartheta} \\
& \left.+a_{1} C_{\vartheta}-a_{2} S_{\vartheta}+l_{1} C_{1 \vartheta}+l_{2} C_{12 \vartheta}\right]
\end{align*}
$$

with the following intermediate variables:

$$
\begin{aligned}
C_{1 \vartheta} & =\cos \left(q_{r_{1}}+\vartheta\right), \\
S_{1 \vartheta} & =\sin \left(q_{r_{1}}+\vartheta\right), \\
C_{12 \vartheta} & =\cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right), \\
S_{12 \vartheta} & =\sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right), \\
C_{\vartheta} & =\cos (\vartheta), \\
S_{\vartheta} & =\sin (\vartheta) .
\end{aligned}
$$

5.2. Dynamic modelling. A mobile manipulator dynamic equation can be obtained using the Lagrangian approach (Yamamoto, 1994; Liu and Lewis, 1990). It is in the form

$$
\begin{equation*}
M(q) \dot{\omega}+C(q, \omega)=\tau \tag{26}
\end{equation*}
$$

where $q=\left[q_{r}, \xi_{p}\right]^{T}, \omega=\left[\omega_{r}, \omega_{v}\right]^{T}, \dot{\omega}=\left[\dot{\omega}_{r}, \dot{\omega}_{v}\right]^{T}, \tau=$ $\left[\tau_{r}, E_{v} \tau_{v}\right]^{T}$.

The dynamic model of the manipulator (26), can be expressed in terms of the dynamic interaction and coupling. The motion equation of the manipulator subject to the vehicle motion is given in the following form
(Djebrani et al., 2011):

$$
\left\{\begin{array}{l}
M_{r}\left(q_{r}\right) \dot{\omega}_{r}+C_{r_{1}}\left(q_{r}, \omega_{r}\right) \omega_{r}+C_{r_{2}}\left(q_{r}, \omega_{r}, \omega_{v}\right)  \tag{27}\\
=\tau_{r}-R_{r}\left(q_{r}, \xi_{p}\right) \dot{\omega}_{v} \\
C_{r}\left(q_{r}, \omega_{r}, \omega_{v}\right) \\
=C_{r_{1}}\left(q_{r}, \omega_{r}\right) \omega_{r}+C_{r_{2}}\left(q_{r}, \omega_{r}, \omega_{v}\right)
\end{array}\right.
$$

where $M_{r}$ and $C_{r_{1}}$ are the inertia matrix and the Coriolis and centrifugal terms of the manipulator given by Eqn. (3), $C_{r_{2}}$ denotes the Coriolis and centrifugal terms caused by the angular motion of the platform, $\tau_{r}$ is the input torque/force for the manipulator and $R_{r}$ is the inertia matrix which represents the effect of the vehicle dynamics on the manipulator. We note that $C_{r_{2}}$ and $R_{r}$ are the terms added to the equation of motion of the manipulator. They represent the dynamic interaction caused by the motion of the mobile platform.

The motion equation of the platform retains the following form:

$$
\left\{\begin{array}{l}
M_{v_{1}}\left(\xi_{p}\right) \dot{\omega}_{v}+C_{v_{1}}\left(\xi_{p}, \omega_{v}\right) \omega_{v}+C_{v_{2}}\left(q_{r}, \xi_{p}, \omega_{r}, \omega_{v}\right)  \tag{28}\\
=E_{v} \tau_{v}-M_{v_{2}}\left(q_{r}, \xi_{p}\right) \dot{\omega}_{v}-R_{v}\left(q_{r}, \xi_{p}\right) \dot{\omega}_{r}, \\
C_{v}\left(q_{r}, \xi_{p}, \omega_{r}, \omega_{v}\right) \\
\quad=C_{v_{1}}\left(\xi_{p}, \omega_{v}\right) \omega_{v}+C_{v_{2}}\left(q_{r}, \xi_{p}, \omega_{r}, \omega_{v}\right), \\
M_{v}\left(q_{r}, \xi_{p}\right)=M_{v_{1}}\left(\xi_{p}\right)+M_{v_{2}}\left(q_{r}, \xi_{p}\right),
\end{array}\right.
$$

where $M_{v_{1}}$ and $C_{v_{1}}$ are the mass inertia matrix and the velocity dependent terms of the platform which are defined in Eqn. (23), $M_{v_{2}}$ and $C_{v_{2}}$ represent the inertial term as well as the Coriolis and centrifugal terms due to the manipulator presence, $E_{v} \tau_{v}$ is the input torque to the vehicle, $E_{v}$ is a constant matrix and $R_{v}$ represents the inertia matrix which reflects the dynamic effect of the arm motion on the vehicle.

The dynamic model (Eqn. (26)) of the mobile manipulator is described by

$$
\left[\begin{array}{ll}
M_{r} & R_{r}  \tag{29}\\
R_{v} & M_{v}
\end{array}\right]\left[\begin{array}{c}
\dot{\omega}_{r} \\
\dot{\omega}_{v}
\end{array}\right]+\left[\begin{array}{c}
C_{r} \\
C_{v}
\end{array}\right]=\left[\begin{array}{c}
\tau_{r} \\
E_{v} \tau_{v}
\end{array}\right] .
$$

In order to write a global control law, let us consider

$$
\begin{aligned}
X & =\left[x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}, x_{8}, x_{9}, x_{10}\right]^{T} \\
& =\left[q_{r_{1}}, q_{r_{2}}, x, y, \vartheta, \omega_{r_{1}}, \omega_{r_{2}}, \omega_{v_{1}}, \omega_{v_{2}}, \omega_{v_{3}}\right]^{T}
\end{aligned}
$$

as the state vector of the mobile manipulator. The state space equation is then given by (Djebrani et al., 2011; 2010b)

$$
\begin{equation*}
\dot{X}=f(X)+g(X) \tau \tag{30}
\end{equation*}
$$

where $f(X)$ and $g(X)$ are smooth vector fields on $\mathbb{R}^{n}$ :

$$
f(X)=\left[\begin{array}{c}
\omega_{r}  \tag{31}\\
r J\left(\xi_{p}\right)^{-1} \omega_{v} \\
-M^{-1} C
\end{array}\right]
$$

$$
f(X)=\left\{\begin{align*}
& f_{1}(X)= x_{6}  \tag{32}\\
& f_{2}(X)= x_{7} \\
& f_{3}(X)= \frac{2}{3} r x_{8} \sin x_{5} \\
&+r\left(\frac{1}{\sqrt{3}} \cos x_{5}-\frac{1}{3} \sin x_{5}\right) x_{9} \\
&+r\left(-\frac{1}{\sqrt{3}} \cos x_{5}-\frac{1}{3} \sin x_{5}\right) x_{10} \\
& f_{4}(X)=-\frac{2}{3} r x_{8} \cos x_{5} \\
&+r\left(\frac{1}{\sqrt{3}} \sin x_{5}+\frac{1}{3} \cos x_{5}\right) x_{9} \\
&+r\left(-\frac{1}{\sqrt{3}} \sin x_{5}+\frac{1}{3} \cos x_{5}\right) x_{10} \\
& f_{5}(X)=-H r x_{8}-H r x_{9}-H r x_{10} \\
& {\left[f_{6}(X), f_{7}(X), f_{8}(X), f_{9}(X), f_{10}(X)\right]^{T} } \\
&=-M^{-1} C
\end{align*}\right.
$$

$$
g(X)=\left[\begin{array}{l}
0_{5 \times 5}  \tag{33}\\
M^{-1}
\end{array}\right]
$$

From Eqns. (32) and (33) it is clear that $f(X)$ and $g(X)$ depend only on the state variable $X$. The parameter $H$ is a constant. In the next section we will propose a new feedback control law of our mobile manipulator.

## 6. Local coordinate linearization

We consider the nonlinear multivariable system as described in state space form by the following equations:

$$
\left\{\begin{align*}
\dot{X} & =f(X)+\sum_{j=1}^{5} g_{j}(X) \tau_{j}  \tag{34}\\
y_{j} & =h_{j}(X), \quad j=1,2,3,4,5
\end{align*}\right.
$$

According to Isidori (1995) we can recall the conditions for the solvability of a MIMO state space exact linearization problem as follows.

Proposition 1. Suppose the matrix $g\left(X^{o}\right)$ has rank $m$. Then, the state space exact linearization problem is solvable if and only if
(i) for each $0 \leq i \leq n-1$, the distribution

$$
G_{i}=\operatorname{span}\left\{\operatorname{ad}_{f}^{k} g_{j}: 0 \leq k \leq i, 1 \leq j \leq m\right\}
$$

has constant dimension near $X^{o}$ (equilibrium point);
(ii) the distribution $G_{n-1}$ has dimension $n$;
(iii) for each $0 \leq i \leq n-2$, the distribution $G_{i}$ is involutive.

Theorem 1. The change of variables allows linearization
of the system (30):

$$
\left\{\begin{align*}
x_{1}= & z_{1},  \tag{35}\\
x_{2}= & z_{3} \\
x_{3}= & z_{5}, \\
x_{4}= & z_{7}, \\
x_{5}= & z_{9}, \\
x_{6}= & z_{2} \\
x_{7}= & z_{4}, \\
x_{8}= & \frac{1}{r} z_{6} \sin z_{9}-\frac{1}{r} z_{8} \cos z_{9}-\frac{1}{r} R_{1} z_{10}, \\
x_{9}= & \frac{1}{r}\left(\frac{\sqrt{3}}{2} \cos z_{9}-\frac{1}{2} \sin z_{9}\right) z_{6}, \\
& +\frac{1}{r}\left(\frac{\sqrt{3}}{2} \sin z_{9}+\frac{1}{2} \cos z_{9}\right) z_{8}-\frac{1}{r} R_{2} z_{10}, \\
x_{10}= & \frac{1}{r}\left(\frac{-\sqrt{3}}{2} \cos z_{9}-\frac{1}{2} \sin z_{9}\right) z_{6}, \\
& +\frac{1}{r}\left(-\frac{\sqrt{3}}{2} \sin z_{9}+\frac{1}{2} \cos z_{9}\right) z_{8}-\frac{1}{r} R_{3} z_{10} .
\end{align*}\right.
$$

Proof. In our case we have to find five functions $h_{1}(X)$, $h_{2}(X), h_{3}(X), h_{4}(X), h_{5}(X)$ such that

$$
\begin{equation*}
L_{g_{j}} L_{f}^{k} h_{j}(X)=0 \tag{36}
\end{equation*}
$$

for all $0 \leq k \leq r_{j}-2,1 \leq j \leq m$. The relative degrees $r_{j}$ have to fulfill the condition $r_{1}+r_{2}+r_{3}+r_{4}+r_{5}=n$. In our case the distribution $G_{o}=\operatorname{span}\left\{g_{1}, g_{2}, g_{3}, g_{4}, g_{5}\right\}$ has dimension $m=5$. Moreover, since $\left[g_{i}, g_{j}\right]=0$ for all $i, j \in\{1,2,3,4,5\}$, we see that the distribution in question is involutive.

The distribution has maximal dimension $n=10$, which is the dimension of the state vector. We see that $\operatorname{dim}\left(G_{i}\right)=10$ for $i \in[1,9]$ and $G_{j}$ for $j \in[1,8]$ are trivially involutive. The system satisfies the hypotheses of the proposition. In order to solve the full state linearization problem, we have to find functions $h_{j}(x)$ that check the condition (36). It is easy to conclude that we must have

$$
\frac{\partial h_{j}}{\partial x_{6}}=\frac{\partial h_{j}}{\partial x_{7}}=\frac{\partial h_{j}}{\partial x_{8}}=\frac{\partial h_{j}}{\partial x_{9}}=\frac{\partial h_{j}}{\partial x_{10}}=0
$$

for $j=1,2,3,4,5$. One can choose $h_{1}(X)=x_{1}$, $h_{2}(X)=x_{2}, h_{3}(X)=x_{3}, h_{4}(X)=x_{4}, h_{5}(X)=x_{5}$. Let us analyse the relative degree of the system. The system has a vector relative degree $\left\{r_{1}, r_{2}, r_{3}, r_{4}, r_{5}\right\}$. One can check that $L_{g_{1}} h_{1}(X)=L_{g_{2}} h_{2}(X)=L_{g_{3}} h_{3}(X)=$ $L_{g_{4}} h_{4}(X)=L_{g_{5}} h_{5}(X)=0$.

The relative degrees are $r_{1}=r_{2}=r_{3}=r_{4}=r_{5}=$ 2. Then we can check that the following matrix is not
singular:

$$
\alpha(X)=\left[\begin{array}{ccc}
L_{g_{1}} L_{f} h_{1}(X) & \ldots & L_{g_{5}} L_{f} h_{1}(X)  \tag{37}\\
\vdots & \ddots & \vdots \\
L_{g_{1}} L_{f} h_{5}(X) & \ldots & L_{g_{5}} L_{f} h_{5}(X)
\end{array}\right]
$$

Then the smooth functions that define the local change of variables that linearize the system are

$$
\left\{\begin{array}{l}
z_{1}=h_{1}(X)=x_{1}  \tag{38}\\
z_{2}=L_{f} h_{1}(X) \\
z_{3}=h_{2}(X)=x_{2} \\
z_{4}=L_{f} h_{2}(X) \\
z_{5}=h_{3}(X)=x_{3} \\
z_{6}=L_{f} h_{3}(X) \\
z_{7}=h_{4}(X)=x_{4} \\
z_{8}=L_{f} h_{4}(X) \\
z_{9}=h_{5}(X)=x_{5} \\
z_{10}=L_{f} h_{5}(X)
\end{array}\right.
$$

where

$$
\left\{\begin{aligned}
L_{f} h_{1}(X)= & x_{6} \\
L_{f} h_{2}(X)= & x_{7} \\
L_{f} h_{3}(X)= & \frac{2}{3} r x_{8} \sin x_{5} \\
& +r\left(\frac{1}{\sqrt{3}} \cos x_{5}-\frac{1}{3} \sin x_{5}\right) x_{9} \\
& +r\left(-\frac{1}{\sqrt{3}} \cos x_{5}-\frac{1}{3} \sin x_{5}\right) x_{10} \\
L_{f} h_{4}(X)= & -\frac{2}{3} r x_{8} \cos x_{5} \\
& +r\left(\frac{1}{\sqrt{3}} \sin x_{5}+\frac{1}{3} \cos x_{5}\right) x_{9} \\
& +r\left(-\frac{1}{\sqrt{3}} \sin x_{5}+\frac{1}{3} \cos x_{5}\right) x_{10} \\
L_{f} h_{5}(X)= & -H r x_{8}-H r x_{9}-H r x_{10}
\end{aligned}\right.
$$

The control law $\tau$ is written as follows:

$$
\tau=\left[\begin{array}{c}
\tau_{1}  \tag{39}\\
\tau_{2} \\
\tau_{3} \\
\tau_{4} \\
\tau_{5}
\end{array}\right]=\alpha^{-1}(X)\left(-\beta(X)+\left[\begin{array}{c}
v_{1} \\
v_{2} \\
v_{3} \\
v_{4} \\
v_{5}
\end{array}\right]\right)
$$

where

$$
\begin{equation*}
\beta(X)=L_{f}^{2} h_{j}(X), \quad j=1,2,3,4,5 \tag{40}
\end{equation*}
$$

and

$$
\left[\begin{array}{c}
\dot{z}_{1}  \tag{41}\\
\dot{z}_{3} \\
\dot{z}_{5} \\
\dot{z}_{7} \\
\dot{z}_{9}
\end{array}\right]=\left[\begin{array}{c}
z_{2} \\
z_{4} \\
z_{6} \\
z_{8} \\
z_{10}
\end{array}\right]
$$

$$
\left[\begin{array}{c}
\dot{z}_{2}  \tag{42}\\
\dot{z}_{4} \\
\dot{z}_{6} \\
\dot{z}_{8} \\
\dot{z}_{10}
\end{array}\right]=\left[\begin{array}{c}
v_{1} \\
v_{2} \\
v_{3} \\
v_{4} \\
v_{5}
\end{array}\right]
$$

where $v$ is a new input to be determined. We obtain a simple relationship between the output $q$ and the new input $v$ :

$$
\begin{equation*}
v=\ddot{q}=\ddot{q}^{*}+K_{\mathrm{der}} \dot{\tilde{q}}+K_{\mathrm{pro}} \tilde{q}, \tag{43}
\end{equation*}
$$

where $\tilde{q}=q^{*}-q, K_{\text {der }}$ and $K_{\text {pro }}$ are positive definite matrices. After linearization, one can consider an outer loop impedance regulation which can be used to drive the robot between obstacles or to collaborate with other robots.

## 7. Virtual impedance control strategy

The control objective requires multiple goals, such as reaching targets, or avoiding static and dynamic obstacles. In order to solve the above-mentioned problems, we propose a control strategy based on a dynamic structure of the robot and the impedance control technique. This model was proposed by Arai and Ota (1996) in order to generate only forces. In our work we will use that concept to generate forces in a low level outer loop. It allows us to modify the robot trajectory in terms of the imposed impedance $Z_{d}$. This technique determines the motion of a robot by means of a desired trajectory $q^{*}$ modified by a sum of different forces (Goldenberg, 1988; Hogan, 1985). The closed loop dynamical equation for our robot must be expressed as

$$
\begin{align*}
M_{d}\left(\ddot{q}^{*}-\ddot{q}\right)+B_{d}\left(\dot{q}^{*}-\dot{q}\right)+K_{d}\left(q^{*}-q\right) & \\
& =-F_{\mathrm{ext}} \tag{44}
\end{align*}
$$

where $F_{\text {ext }}=\sum_{i} F_{\mathrm{obs}_{i}}$ represents all the forces exerted on the robot, $F_{\mathrm{obs}_{i}}$ is the force which avoids the $i$-th obstacle. $Z_{d}=M_{d} p^{2}+B_{d} p+K_{d}$ is the desired impedance, $M_{d}, B_{d}, K_{d}$ are diagonal positive definite matrices of desired mass, damping and spring impedance effects, $p \equiv \mathrm{~d} / \mathrm{d} t$. Equation (44) can be expressed in terms of the desired impedance and the trajectory tracking as

$$
\begin{equation*}
e_{d}=\left(q^{*}-q\right)+\frac{F_{\mathrm{ext}}}{Z_{d}} \tag{45}
\end{equation*}
$$

where $e_{d}$ is a new auxiliary signal error $e_{d}=q_{d}^{*}-q$. If $e_{d} \rightarrow 0$, then Eqn. (44) is realized. The new desired trajectory $q_{d}^{*}$ can be seen as the sum of the desired trajectory $q^{*}$ and the force correction $F_{\text {ext }} / Z_{d}$.

The control law given by Eqn. (39) is then modified to take into account the presence of obstacles. So the new desired trajectory is given by $q_{d}^{*}(t)=q^{*}(t)+F_{\text {ext }} / Z_{d}$ and the $v$ signal from Eqn. (43) by

$$
\begin{equation*}
v=\ddot{q}_{d}^{*}+K_{\mathrm{der}}\left(\dot{q}_{d}^{*}-\dot{q}\right)+K_{\mathrm{pro}}\left(q_{d}^{*}-q\right) . \tag{46}
\end{equation*}
$$

The magnitude $F_{\text {obs }}$ is obtained as (Carelli et al., 1999; Borenstein and Koren, 1991)

$$
\begin{equation*}
F_{\mathrm{obs}}=a_{F_{\mathrm{obs}}}-b_{F_{\mathrm{obs}}}\left(d_{\mathrm{obs}}(t)-d_{\mathrm{min}}\right)^{2} . \tag{47}
\end{equation*}
$$

where $a_{F_{\text {obs }}}$ and $b_{F_{\text {obs }}}$ are positive constants satisfying the condition

$$
\begin{equation*}
a_{F_{\mathrm{obs}}}=b_{F_{\mathrm{obs}}}\left(d_{\max }-d_{\min }\right)^{2} \tag{48}
\end{equation*}
$$

$d_{\text {max }}$ being the maximum distance between the robot and the detected obstacle that causes a nonzero repulsive force, $d_{\text {min }}$ represents the minimum distance accepted between the robot and the obstacle, and $d_{\text {obs }}(t)$ is the distance measured between the robot and the obstacle $d_{\text {min }}<d_{\text {obs }}(t)<d_{\max }$ (see Fig. 9). Note that the bound


Fig. 9. Repulsive force caused by an obstacle.
$d_{\text {max }}$ characterizes the repulsion zone, which is the region inside which the repulsion force has a non-zero value.

As mentioned in Section 2, we introduce an adaptive fuzzy algorithm as an intelligent control solution to select the desired behavior $Z_{d}$ (Abdessemed et al., 2004; Abdessemed and Benmahammed, 2001). Figure 10 gives a schematic block diagram of this architecture. In this figure one can notice that the inputs to the fuzzy controller are the generated virtual forces ( $F_{o b s}$ ) and measured distances named $d_{4}$ and $d_{5}$. These distances $d_{4}$ and $d_{5}$ concern the distances measured with the lateral sensors. Figure 11 shows the impedance fuzzy sets associated with the generated forces and Fig. 12 presents the membership functions of $d_{4}$ and $d_{5}$. Each membership function is a triangular-shaped membership function with the collection of linguistic values: $\{V L, L, M, H, V H\}$. The meaning of each linguistic value should be clear from its mnemonics; for example, $V L$ stands for verylow, $L$ for low, $M$ for middle, $H$ for high and VH for veryhigh.

Let us denote the fuzzy block as a three input-single output controller. We construct five numerical values for the desired behavior $Z_{d},\{V S, S, M, B, V B\}$. The meaning of each linguistic value, $V S$ stands for verysmall, $S$ for small, $M$ for middle, $B$ for big and $V B$ for verybig.


Fig. 10. Block diagram of the controlled system.


Fig. 11. Membership functions of input $F_{\text {obs }}$.

Consequently, simple robot impedance generation can be described as the following linguistic rules:

Rule 1: IF $F_{\text {obs }}$ is $V L$ and $d_{4}$ is $V H$ and $d_{5}$ is $V H$ THEN $Z_{d_{1}}$ is $V S$
Rule 2: IF $F_{\text {obs }}$ is $L$ and $d_{4}$ is $V H$ and $d_{5}$ is $V H$ THEN $Z_{d_{2}}$ is $S$
Rule 3: IF $F_{\text {obs }}$ is $M$ and $d_{4}$ is $V H$ and $d_{5}$ is $V H$ THEN $Z_{d_{3}}$ is $M$
Rule 4 : IF $F_{\text {obs }}$ is $H$ and $d_{4}$ is $V L$ and $d_{5}$ is $V L$ THEN $Z_{d_{4}}$ is $B$
Rule 5 : etc.
such that $F_{\text {obs }}, d_{4}$ and $d_{5}$ are the inputs and $Z_{d}$ is the output. Based on the above rules, the Sugeno defuzzifier strategy is chosen as described by Sugeno and nishida (1985) in order to derive $Z_{d}$ as the output. We defuzzify the membership function using min-operation implication, and we have

$$
\begin{equation*}
Z_{d}=\frac{\sum_{l=1}^{n_{\text {rules }}} \mu_{l} Z_{d_{l}}}{\sum_{l=1}^{n_{\text {rules }}} \mu_{l}}, \tag{50}
\end{equation*}
$$

$l=1,2, \ldots, n_{\text {rules }}, n_{\text {rules }}$ being the number of rules, $Z_{d_{l}}$


Fig. 12. Membership functions of inputs $d_{4}$ and $d_{5}$.
the rule's consequent of the $l$-th rule whereas $\mu_{l}$ is the corresponding degree of fulfillment for the $l$-th rule.

## 8. Simulation results

Our simulations were realized on a model of the omnidirectional mobile manipulator. Its description and modelling were presented in Section 5 with $a_{1}=a_{2}=0$. All the simulations experiments were carried out by considering a set of physical parameters for the dynamic model of the omnidirectional mobile manipulator given by the mass link $1 m_{1}=10 \mathrm{~kg}$, the mass link $2 m_{2}=5 \mathrm{~kg}$, the inertia link $1 I_{1}=0.05 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, the inertia link $2 I_{2}=$ $0.025 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, the length link $l_{1}=l_{2}=0.5 \mathrm{~m}$, the base mass $m_{R}=20 \mathrm{~kg}$, the radius of the platform $R=0.3 \mathrm{~m}$, the moment of inertia of the platform $I_{R}=0.9 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, the moment of inertia of the motor $I_{m}=1.380 e-5 \mathrm{~kg} . \mathrm{m}^{2}$, the armature resistance $R_{a}=0.317 \Omega$, the viscous friction coefficient $b_{m}=0.004 \mathrm{~N} \cdot \mathrm{~m}$, the electromotive force constant $C_{e}=3.02 e-2 \mathrm{~V} \cdot \mathrm{~s} / \mathrm{rad}$, the motor torque constant $C_{m}=3.02 e-2 \mathrm{~N} \cdot \mathrm{~m} / \mathrm{A}$, the radius of the sphere $r=0.03 \mathrm{~m}, R_{i_{\max }}=0.2 \mathrm{~m}$ and $R_{i_{\text {min }}}=0.13 \mathrm{~m}$.

The simulation results are shown in Figs. 13-17, and indicate the successful control operation for the input trajectories imposed for the base from $t_{0}=0: x^{*}(t)=$ $0.05 \sin (1.6 t+0.2)+0.09 \sin (2 t+0.15)$ and $y^{*}(t)=$ $0.08 \sin (2.6 t+0.02)+0.02 \sin (1.2 t+0.35)$, the articular movement imposed for the arm is $q_{r}^{*}=\left[q_{r_{1}}^{*}, q_{r_{2}}^{*}\right]^{T}=$ $[0.1 \sin (2 t+0.1), 0.2 \cos (t+0.1)]^{T}$. Based on the evaluation method of the obstacles configuration from the information of the sensors, the mobile manipulator succeeds to reach the goal position in an environment cluttered with obstacles. The input trajectories imposed for the base are $\left[x^{*}(t), y^{*}(t), \vartheta^{*}(t)\right]^{T}=[0.1 t, 0.1 t, \pi / 4]^{T}$, the articular movement imposed for the arm is $q_{r}^{*}=\left[q_{r_{1}}^{*}, q_{r_{2}}^{*}\right]^{T}=$ $[\pi / 2,-\pi / 2]^{T}$. Figures 18-22 illustrate the navigation obstacle avoidance strategy.

## 9. Conclusion

In this article we developed a new approach to control an omnidirectional mobile manipulator. Nonlinear equations of motion for the robot were derived including a kinematic model and a dynamic model. Based on these models, nonlinear control design for the robot was studied using the input-state linearization method. The robot model was linearized to obtain a linear model, and a linear controller was used to achieve tracking control of the robot position. The use of impedance control as an outer loop allows us to unify the control structure in the main case of robot interaction with the environment. Furthermore, the impedance adaptation allows us to overcome instability problems in terms of trajectory following.

The simulation results showed good behavior in the
presence of obstacles for different values of the desired impedance. The perspectives of this work concern first the generalization of this process to add more functionalities such as physical cooperation with the humans. Impedance adaptation can give more flexibility in system control. Second, this work can be extended to the case of remote interaction with an operator. This interaction can give their the feeling of real experiment conditions, such as haptic feedbacks. All these tools must be integrated.


Fig. 13. Desired and measured $x$-trajectories, velocities of the platform.


Fig. 14. Desired and measured $y$-trajectories, velocities of the platform.
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Fig. 16. Desired and measured $q_{r_{1}}$ angular trajectories, velocities of the arm.
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## Appendix

The motion equation (27) gives

$$
\begin{align*}
& {\left[\begin{array}{ll}
M_{r}^{(11)} & M_{r}^{(12)} \\
M_{r}^{(21)} & M_{r}^{(22)}
\end{array}\right]\left[\begin{array}{l}
\dot{\omega}_{r_{1}} \\
\dot{\omega}_{r_{2}}
\end{array}\right]} \\
& \quad+\left[\begin{array}{ll}
C_{r_{1}}^{(11)} & C_{r_{1}}^{(12)} \\
C_{r_{1}}^{(21)} & C_{r_{1}}^{(22)}
\end{array}\right]\left[\begin{array}{l}
\omega_{r_{1}} \\
\omega_{r_{2}}
\end{array}\right]+\left[\begin{array}{c}
C_{r_{2}}^{(1)} \\
C_{r_{2}}^{(2)}
\end{array}\right] \\
& =\left[\begin{array}{l}
\tau_{r_{1}} \\
\tau_{r_{2}}
\end{array}\right]-\left[\begin{array}{lll}
R_{r}^{(11)} & R_{r}^{(12)} & R_{r}^{(13)} \\
R_{r}^{(21)} & R_{r}^{(22)} & R_{r}^{(23)}
\end{array}\right]\left[\begin{array}{c}
\dot{\omega}_{v_{1}} \\
\dot{\omega}_{v_{2}} \\
\dot{\omega}_{v_{3}}
\end{array}\right] \tag{51}
\end{align*}
$$

where

$$
\begin{aligned}
& C_{r_{1}}^{(11)}=-m_{2} l_{1} l_{c_{2}} \sin \left(q_{r_{2}}\right) \omega_{r_{2}}, \\
& C_{r_{1}}^{(12)}=-m_{2} l_{1} l_{c_{2}} \sin \left(q_{r_{2}}\right)\left(\omega_{r_{1}}+\omega_{r_{2}}\right), \\
& C_{r_{1}}^{(21)}=+m_{2} l_{1} l_{c_{2}} \sin \left(q_{r_{2}}\right) \omega_{r_{1}}, \\
& C_{r_{1}}^{(22)}=0,
\end{aligned}
$$

$$
\begin{aligned}
C_{r_{2}}^{(1)}= & \left(-2 I_{2} l_{1} l_{2} \sin \left(q_{r_{2}}\right)\right) \omega_{r_{2}} \omega_{v_{3}}, \\
C_{r_{2}}^{(2)}= & \left(2 I_{2} l_{1} l_{2} \sin \left(q_{r_{2}}\right)\right) \omega_{r_{1}} \omega_{v_{3}}+\left(I_{2} l_{1} l_{2} \sin \left(q_{r_{2}}\right)\right) \omega_{v_{3}}^{2}, \\
R_{r}^{(11)}= & {\left[-l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)-l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right] I_{2} } \\
& -I_{1} l_{1} \sin \left(q_{r_{1}}+\vartheta\right), \\
R_{r}^{(12)}= & {\left[+l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right] I_{2} } \\
& +I_{1} l_{1} \cos \left(q_{r_{1}}+\vartheta\right), \\
R_{r}^{(13)}= & {\left[\left(-l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)-l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right)^{2}\right.} \\
& +\left(l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right)^{2} \\
& +2] I_{2}+I_{1}\left(l_{1}^{2}+2\right), \\
R_{r}^{(21)}= & -I_{2} l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right), \\
R_{r}^{(22)}= & +I_{2} l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right), \\
R_{r}^{(23)}= & I_{2}\left[l_{1} l_{2} \cos \left(q_{r_{2}}\right)+l_{2}^{2}+2\right] .
\end{aligned}
$$

The motion equation (28) yield

$$
\begin{align*}
& {\left[\begin{array}{lll}
M_{v_{1}}^{(11)} & M_{v_{1}}^{(12)} & M_{v_{1}}^{(13)} \\
M_{v_{1}}^{(21)} & M_{v_{1}}^{(22)} & M_{v_{1}}^{(23)} \\
M_{v_{1}}^{(31)} & M_{v_{1}}^{(32)} & M_{v_{1}}^{(33)}
\end{array}\right]\left[\begin{array}{l}
\dot{\omega}_{v_{1}} \\
\dot{\omega}_{v_{2}} \\
\dot{\omega}_{v_{3}}
\end{array}\right]} \\
& +\left[\begin{array}{lll}
C_{v_{1}}^{(11)} & C_{v_{1}}^{(12)} & C_{v_{1}}^{(13)} \\
C_{v_{1}}^{(21)} & C_{v_{1}}^{(22)} & C_{v_{1}}^{(23)} \\
C_{v_{1}}^{(31)} & C_{v_{1}}^{(32)} & C_{v_{1}}^{(33)}
\end{array}\right]\left[\begin{array}{l}
\omega_{v_{1}} \\
\omega_{v_{2}} \\
\omega_{v_{3}}
\end{array}\right]+\left[\begin{array}{l}
C_{v_{2}}^{(1)} \\
C_{v_{2}}^{(2)} \\
C_{v_{2}}^{(3)}
\end{array}\right] \\
& =\left[\begin{array}{lll}
E_{v}^{(11)} & E_{v}^{(12)} & E_{v}^{(13)} \\
E_{v}^{(21)} & E_{v}^{(22)} & E_{v}^{(23)} \\
E_{v}^{(31)} & E_{v}^{(32)} & E_{v}^{(33)}
\end{array}\right]\left[\begin{array}{l}
\tau_{v_{1}} \\
\tau_{v_{2}} \\
\tau_{v_{3}}
\end{array}\right] \\
& -\left[\begin{array}{lll}
M_{v_{2}}^{(11)} & M_{v_{2}}^{(12)} & M_{v_{2}}^{(13)} \\
M_{v_{2}}^{(21)} & M_{v_{2}}^{(22)} & M_{v_{2}}^{(23)} \\
M_{v_{2}}^{(31)} & M_{v_{2}}^{(32)} & M_{v_{2}}^{(33)}
\end{array}\right]\left[\begin{array}{l}
\dot{\omega}_{v_{1}} \\
\dot{\omega}_{v_{2}} \\
\dot{\omega}_{v_{3}}
\end{array}\right] \\
& -\left[\begin{array}{ll}
R_{v}^{(11)} & R_{v}^{(12)} \\
R_{v}^{(21)} & R_{v}^{(22)} \\
R_{v}^{(31)} & R_{v}^{(32)}
\end{array}\right]\left[\begin{array}{l}
\dot{\omega}_{r_{1}} \\
\dot{\omega}_{r_{2}}
\end{array}\right], \tag{52}
\end{align*}
$$

where

$$
\begin{aligned}
M_{v_{1}}^{(11)}= & M_{v_{1}}^{(22)}=M_{v_{1}}^{(33)}=4 r I_{R}+\frac{4 m_{R} r}{9} \\
& +\frac{I_{m} n_{m}^{2}}{r}, \\
M_{v_{1}}^{(12)}= & M_{v_{1}}^{(13)}=M_{v_{1}}^{(21)}=M_{v_{1}}^{(23)}=M_{v_{1}}^{(31)} \\
= & M_{v_{1}}^{(32)}=4 r I_{R}-\frac{2 m_{R} r}{9} \\
C_{v_{1}}^{(11)}= & C_{v_{1}}^{(22)}=C_{v_{1}}^{(33)}=\frac{C_{m} C_{e} n_{m}^{2}}{r R_{a}}+\frac{b_{m} n_{m}^{2}}{r}
\end{aligned}
$$

$$
\left.\begin{array}{rl}
C_{v_{1}}^{(12)}= & C_{v_{1}}^{(23)}=C_{v_{1}}^{(31)}=\frac{-2 r m_{R} \dot{\vartheta}}{3 \sqrt{3}}, \\
C_{v_{1}}^{(13)}= & C_{v_{1}}^{(21)}=C_{v_{1}}^{(32)}=\frac{2 r m_{R} \dot{\vartheta}}{3 \sqrt{3}}, \\
C_{v_{2}}^{(1)}= & -2 I_{1} l_{1} \cos \left(q_{r_{1}}+\vartheta\right) \omega_{r_{1}} \omega_{v_{3}}, \\
& -2 I_{2}\left[l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)\right. \\
& \left.+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right] \omega_{r_{1}} \omega_{v_{3}} \\
& -2 I_{2} l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \omega_{r_{2}} \omega_{v_{3}} \\
& -I_{1} l_{1} \cos \left(q_{r_{1}}+\vartheta\right) \omega_{r_{1}}^{2} \\
& -I_{2}\left[l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)\right. \\
& \left.+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right] \\
& \omega_{r_{1}}^{2}-I_{2} l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \\
\omega_{r_{1}} \omega_{r_{2}}-I_{2} l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \\
\omega_{r_{2}} \omega_{r_{1}}-I_{2} l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \omega_{r_{2}}^{2}, \\
C_{v_{2}}^{(2)}= & -2 I_{1} l_{1} \sin \left(q_{r_{1}}+\vartheta\right) \omega_{r_{1}} \omega_{v_{3}} \\
& -2 I_{2}\left[l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)\right. \\
& \left.+l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right] \omega_{r_{1}} \omega_{v_{3}} \\
& -2 I_{2} l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \omega_{r_{2}} \omega_{v_{3}} \\
& -I_{1} l_{1} \sin \left(q_{r_{1}}+\vartheta\right) \omega_{r_{1}}^{2} \\
& -I_{2}\left[l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)\right. \\
& \left.+l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right] \omega_{r_{1}}^{2} \\
& -I_{2} l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \omega_{r_{1}} \omega_{r_{2}} \\
& -I_{2} l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \omega_{r_{2}} \omega_{r_{1}} \\
& -I_{2} l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right) \omega_{r_{2}}^{2}, \\
M_{v_{2}}^{(31)}= & {\left[-l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)-l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right] I_{2}} \\
& -I_{1} l_{1} \sin \left(q_{r_{1}}+\vartheta\right), \\
M_{v_{2}}^{(22)}= & I_{1}+I_{2} \\
M_{v_{2}}^{(23)}= & {\left[l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right] I_{2}} \\
& +I_{1} l_{1} \cos \left(q_{r_{1}}+\vartheta\right), \\
C_{v_{2}}^{(3)}= & -2 I_{2} l_{1} l_{2} \sin \left(q_{r_{2}}\right) \omega_{r_{2}} \omega_{v_{3}} \\
& -I_{2} l_{1} l_{2} \sin \left(q_{r_{2}}\right) \omega_{r_{1}} \omega_{r_{2}} \\
& -I_{2} l_{1} l_{2} \sin \left(q_{r_{2}}\right) \omega_{r_{2}} \omega_{r_{1}} \\
& -I_{2} l_{1} l_{2} \sin \left(q_{r_{2}}\right) \omega_{r_{2}} \\
M_{v_{2}}^{(13)}= & {\left[-l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)-l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right] I_{2}} \\
E_{v}^{(11)}= & I_{1}+I_{2}, \\
E_{v}^{(11)}= & E_{v}^{(22)}=E_{v}^{(33)}=\frac{C_{m} n_{m}}{r R_{a}}, \\
E_{v}^{(12)}= & E_{v}^{(13)}=E_{v}^{(21)}=E_{v}^{(23)}=E_{v}^{(31)}\left(q_{r_{1}}+\vartheta\right), \\
(32) & 0 \\
0
\end{array}\right)
$$

$$
\begin{aligned}
M_{v_{2}}^{(32)}= & {\left[+l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right] I_{2} } \\
& +I_{1} l_{1} \cos \left(q_{r_{1}}+\vartheta\right), \\
M_{v_{2}}^{(33)}= & {\left[\left(-l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)-l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right)^{2}\right.} \\
& +\left(l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right)^{2} \\
& +2] I_{2}+I_{1}\left(l_{1}^{2}+2\right), \\
R_{v}^{(11)}= & {\left[-l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)-l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right] I_{2} } \\
& -I_{1} l_{1} \sin \left(q_{r_{1}}+\vartheta\right), \\
R_{v}^{(12)}= & -I_{2} l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right),
\end{aligned}
$$

$$
\begin{aligned}
R_{v}^{(21)}= & {\left[+l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right] I_{2} } \\
& +I_{1} l_{1} \cos \left(q_{r_{1}}+\vartheta\right), \\
R_{v}^{(22)}= & +I_{2} l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right), \\
R_{v}^{(31)}= & {\left[\left(-l_{2} \sin \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)-l_{1} \sin \left(q_{r_{1}}+\vartheta\right)\right)^{2}\right.} \\
+ & \left(l_{2} \cos \left(q_{r_{1}}+q_{r_{2}}+\vartheta\right)+l_{1} \cos \left(q_{r_{1}}+\vartheta\right)\right)^{2} \\
& +2] I_{2}+I_{1}\left(l_{1}^{2}+2\right), \\
R_{v}^{(32)}= & I_{2}\left[l_{1} l_{2} \cos \left(q_{r_{2}}\right)+l_{2}^{2}+2\right] .
\end{aligned}
$$
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