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Abstract – Many real world problems have big data, including 

recorded fields and/or attributes. In such cases, data mining 

requires dimension reduction techniques because there are serious 

challenges facing conventional clustering methods in dealing with 

big data. The subspace selection method is one of the most 

important dimension reduction techniques. In such methods, a 

selected set of subspaces is substituted for the general dataset of 

the problem and clustering is done using this set. This article 

introduces the Shared Subscribe Hyper Simulation Optimization 

(SUBHSO) algorithm to introduce the optimized cluster centres to 

a set of subspaces. SUBHSO uses an optimization loop for 

modifying and optimizing the coordinates of the cluster centres 

with the particle swarm optimization (PSO) and the fitness 

function calculation using the Monte Carlo simulation. The case 

study on the big data of Iran electricity market (IEM) has shown 

the improvement of the defined fitness function, which represents 

the cluster cohesion and separation relative to other dimension 

reduction algorithms. 

 

Keywords – Clustering, electricity demand forecasting, Monte 

Carlo simulation, particle swarm optimization, subspace search 

method. 

I. INTRODUCTION 

In general, conventional data mining methods are not suitable 

for big data analysis since they pose serious challenges to a 

variety of distance measurements in a reasonable time. 

Accordingly, many techniques have been developed to 

establish how cluster subspaces can be found from a full data 

space. Although in most cases, a full data space can be very 

turbulent, the aim of clustering full-scale data requires to find 

similar data and put them in the same groups. The other goal is 

to find a set of attributes that clearly reflect the similarity of data 

in a dataset. To this end, many subspace clustering methods 

have developed to solve the problem of data analysis in a full- 

data space. These methods are limited to three general classes: 

correlation-based clustering method, biclustering method, and 

subspace search method [1]. The correlation-based clustering 

methods are used for a set of non-correlated dimensions, in 

which clusters are created in a new space or its subspaces. 

Different researchers have used this group of spatial transforms. 

For example, PCA has been used by Penkova et al. [2], Hough 

Transform by Vera et al. [3], and Fractal Dimension by Yang et 

al. [4]. Some relevant studies are mentioned in [5] to [8]. The 
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biclustering method is a set of techniques to cluster data and 

attributes at the same time. Each data or attribute can be placed 

simultaneously in several clustering groups or neither of them. 

Some of the well-known algorithms are constant bicluster [9] 

and linear pattern biclustering [10]. Some other examples of 

relevant studies are mentioned in [11] to [14]. The third group 

includes the subspace search methods. These methods search 

different subspaces for clusters. Here, clusters are a set of 

similar data in the given space. The degree of similarity is 

measured using the common measurement methods, such as the 

distance or density. Several studies have been conducted and 

multiple algorithms developed in relation to this technique. 

Among the most important algorithms include PROCLUS [15], 

P3C [16], FSC [17], ESSC [18], FG-k-means [19], C-k-means 

[20], LAC [21], and CSSUB [22]. Other methods of this 

category are mentioned in [23] to [28]. In all of these problems, 

the aim is to select a set of subspaces as an appropriate 

substitute for the whole dataset. Although this category has a 

higher accuracy than other methods, but with a large amount of 

data, their precision is reduced because the subspaces cannot be 

good representation for the entire data. Therefore, they need to 

optimize cluster centres in subspaces with some smart 

mechanisms. This article proposes a hybrid clustering 

algorithm, namely, Shared Subscribe Hyper Simulation 

Optimization (SUBHSO). This algorithm is proposed to solve 

the problem of limiting the subspace method in the analysis of 

large data. In this algorithm, the initial solutions were generated 

by the CSSUB. This will be done by selecting the subspaces and 

clustering the data of the selected spaces. These solutions were 

introduced as the inputs of the PSO algorithm. The PSO 

algorithm optimizes the cluster centres, and generates new 

cluster centres (new offspring) in each repetition based on its 

mechanisms. The values of the objective function, defined in 

the PSO algorithm, were obtained from the Monte Carlo 

simulation. In that, a set of random pilot data was generated, 

and new cluster centres generated by PSO at each stage were 

compared to this random set to obtain the fitness function. This 

optimization or coordinate change of cluster centres continued 

until the conditions for the termination of PSO algorithm were 

fulfilled. To increase the chance of the selection of a set with 

better attributes, which led to the improvement of the fitness 
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function, these stages were used from beginning to end in a 

hyper procedure. Results from this algorithm were compared to 

other dimension reduction algorithms based on the subspace 

search; in addition, the superiority of this algorithm in cohesion 

and separation was revealed by comparing the calculated fitness 

function. This study used the IEM database. This market was 

established in 2002 as a competitive environment for trading 

electric power by micro and macro sellers and purchasers. Due 

to daily interactions in this market, a big amount of data is 

generated and stored. Twenty-four different parameters are 

continuously stored and updated in short time intervals in the 

Centre of Electricity Market Management. The electricity 

market manager (EMM) can predict the demand for electric 

power through clustering big data. In the next stages, the EMM 

can use the predicted electric power demand for fairly pricing 

of electricity and required controls on the electricity power 

supply chain. The rest of this paper includes model component 

(Section 2), Iran electricity market and big data (Section 3), data 

clustering with the proposed algorithm (Section 4), comparison 

of the proposed algorithm with predecessors in terms of 

execution (Section 5) and validation of the proposed algorithm 

(Section 6). 

II. MODEL COMPONENTS  

A. CSSUB Method 

Zhu et al. [22] developed the clustering by shared subscribe 

(CSSUB) method as a subspace search algorithm. This 

algorithm is more accurate than other subspace algorithms [22]. 

This algorithm selects subspaces from general spaces of the 

problem and then clusters them using a conventional method. 

Then, it shares the selected subspaces with each other and re-

clusters the cluster centres based on the closeness criterion. 

Next, this cluster is introduced as the final clustered solution for 

the whole dataset. Figure 1 presents these stages. 

1- Database ( v×w)

2- Selecting Subspace (v´×w´ )

3 - Evaluate fitness

5 - Refining Clusters 

4 - Grouping Points by share space

6 - Cluster in subspace

 

Fig. 1.  Stages of CSSUB method. 

This algorithm is comprised of the following stages: 

Stage 1. Assuming that D is a set with v points and w 

parameters, the dataset dimension is v × w.  

Stage 2. Selecting u subspaces randomly from this dataset, 

𝑣𝑖
′ points and 𝑤𝑖

′ parameters are selected in each stage. 𝑣´ is 

the overall set of 𝑣𝑖
′  (𝑣′ =  {𝑣1

′, 𝑣2
′, … , 𝑣𝑛

′}) and w´ is the 

overall set of 𝑤𝑖
′ (𝑤′ =  {𝑤1

′, 𝑤2
′, … , 𝑤𝑛

′}).  

Stage 3. Determining the cluster centres set for each selected 

subspace through k-means algorithm. To calculate the objective 

function, Davies–Bouldin index proposed by Davies et al. [28] 

is used. Equation (1) shows the calculation mechanism of this 

index, which includes cohesion and separation.  

Given n dimensional points, let Ci be a cluster of data points. 

Let Xj be an n-dimensional feature vector assigned to cluster Ci: 

 𝑆𝑖 = (
1

𝑇𝑖
 ∑ |𝑋𝑗 − 𝐴𝑖|

𝑝𝑇𝑖
𝑗=1 )1/𝑝    (1) 

Here Ai is the centroid of Ci and Ti is the size of the cluster i. 

Si is a measure of scatter within the cluster. Usually the value of 

p is 2, which makes this a Euclidean distance function between 

the centroid of the cluster, and the individual feature vectors. 

Many other distance metrics can be used, in the case of 

manifolds and higher dimensional data, where the Euclidean 

distance may not be the best measure for determining the 

clusters. It is important to note that this distance metric has to 

match with the metric used in the clustering scheme itself for 

meaningful results. Here k indexes the features of the data and 

this is essentially the Euclidean distance between the centres of 

clusters i and j when p equals 2. 

  𝑀𝑖,𝑗 =  ‖𝐴𝑖 − 𝐴𝑗‖
𝑝

=  ( ∑ |𝑎𝑘,𝑖 − 𝑎𝑘,𝑗|
𝑝𝑛

𝑘=1 )1/𝑝 (2) 

Mi,j is a measure of separation between Ci cluster and Cj 

cluster, ak,i is the k-th element of Ai, and there are n such 

elements in A for it is an n dimensional centroid. 

Let Ri,j be a measure of how good the clustering scheme is. 

This measure, by definition has to account for Mi,j, the 

separation between the i-th and the j-th cluster, which ideally 

has to be as large as possible, and Si, within cluster scatter for 

cluster i, which has to be as low as possible. Hence, the Davies–

Bouldin index is defined as the ratio of Si and Mi,j such that these 

properties are conserved: 

  𝑅𝑖,𝑗  ≥ 0 (3) 

 𝑅𝑖,𝑗 = 𝑅𝑗,𝑖 (4) 

 when 𝑆𝑗  ≥  𝑆𝑘  and 𝑀𝑖,𝑗 =  𝑀𝑖,𝑘 then 𝑅𝑖,𝑗 >  𝑅𝑖,𝑘 (5) 

 when 𝑆𝑗  =  𝑆𝑘   and 𝑀𝑖,𝑗 ≤  𝑀𝑖,𝑘 then 𝑅𝑖,𝑗 >  𝑅𝑖,𝑘 (6) 

With this formulation, the lower the value, the better the 

separation of the clusters and the “tightness” inside the clusters. 

A solution that satisfies these properties is: 

 𝑅𝑖,𝑗 =
𝑆𝑖+𝑆𝑗

𝑀𝑖,𝑗
 (7) 

https://en.wikipedia.org/wiki/Centroid
https://en.wikipedia.org/wiki/Euclidean_distance
https://en.wikipedia.org/wiki/Manifolds
https://en.wikipedia.org/wiki/Euclidean_distance
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This is used to define Di: 

 𝐷𝑖 ≡  max𝑖≠𝑗  𝑅𝑖,𝑗 (8) 

If N is the number of clusters, final DB index is: 

 𝐷𝐵 =
1

𝑁
 ∑ 𝐷𝑖

𝑁
𝑖=1  (9) 

Stage 4. Sharing the subspace set randomly selected in 

previous stages. At this stage, the cluster centres obtained in 

Stage 3 are preserved and the points, which are not among the 

cluster centres, are not considered as the noise during the next 

stages. The similarity between the cluster centres in each 

subspace is measured using (10). 

 𝑠𝑖𝑚 ( 𝑥𝑖 , 𝑥𝑗) =  
𝐴(𝑥𝑖)∩𝐴(𝑥𝑗)

𝐴(𝑥𝑖)∪𝐴(𝑥𝑗)
 (10) 

Stage 5. Re-clustering the point set maintained from the 

previous stage, cluster centres (xi, xj), based on the degree of 

similarity between them, using the k-means algorithm. The 

cluster centres obtained at this stage are changed during the next 

stage to improve the fitness criterion. 

B. PSO-Monte Carlo (Simulation-Optimization) 

Particle swarm optimization (PSO) is a global optimization 

algorithm for dealing with problems, in which the best solution 

can be represented as a point or surface in an n-dimensional 

space. This algorithm is one of the strongest population-based 

metaheuristic methods [30]. Hypotheses are formed in this 

space and seeded with an initial velocity, as well as a 

communication channel between the particles. Then, these 

particles are transferred to the response space and results are 

calculated based on a fitness function after each time step. The 

movement of these particles is accelerated towards particles in 

the same communication group with a higher fitness function. 

Although each method works well in the specific range of 

problems, this method showed very efficient in solving 

continuous optimization problems. Figure 2 shows the 

movement of these particles in this algorithm. 

The particle position and their initial velocity are obtained 

using (11) and (12), respectively. The velocity, weight, and 

position of particles in each repetition were obtained using 

(13)–(15), respectively. 

 𝑥0
𝑖 = The coordinates of the cluster centers 

 derived from CSSUB (11) 

 𝑣0
𝑖 =

𝑥min+𝑟𝑎𝑛𝑑 ( 𝑥max− 𝑥min)

∆𝑡
 (12) 

 𝑣𝑡+1
𝑖 = 𝑤𝑣𝑡

𝑖 + ϕ1𝑟𝑎𝑛𝑑1 ( 
𝑝𝑖−𝑥𝑡

𝑖

∆𝑡
) + ϕ2𝑟𝑎𝑛𝑑2 ( 

𝑝𝑘
𝑔

−𝑥𝑡
𝑖

∆𝑡
) (13) 

Pt
i

X t
i

X t+1
i

Pt
g

v t+1 
i

w v t 
i

v t 
i

ϕ2 rand2 ( pt
g  

 - xt
i
  /Δt )

Fig. 2.  PSO mechanism. 

The initial Solution 

generated by the 

CCSUB algorithm

Start

Finish

terminates  

criterion? 
YES

Update the best position of 

each particle and the best 

position between all 

particles

NO

Calculates the 

fitness value

Update the speed 

of all particles

Update the 

position of all 

particles

 

Fig. 3.  PSO algorithm stages. 

 

 𝑤 = ( 𝑤1 − 𝑤2 )
𝑖𝑡𝑒𝑟max−𝑖𝑡𝑒𝑟

𝑖𝑡𝑒𝑟max
+ 𝑤2 (14) 

 𝑥𝑡+1
𝑖 =  𝑥𝑡

𝑖 + 𝑣𝑡+1
𝑖  ∆𝑡 (15) 

Where 𝑥0
𝑖  is the current position of the particle, xmin and xmax 

are, respectively, the minimum and maximum coordinates of 

the particle i, 𝑣0
𝑖  is the initial velocity of particle i, 𝑣𝑡+1

𝑖  is the 

velocity of particle i at t + 1, ϕ1 and ϕ2 are the coefficients of 

motion tendency adjustment towards global optimal or the best 
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solution obtained by particle i, 𝑝𝑖  is the best position 

experienced by particle i, 𝑝𝑡
𝑔

 is the best position experienced by 

all particles until t, and 𝑥𝑡
𝑖 is the position of particle i at t. 

The Monte Carlo simulation is used to calculate the fitness 

function. This algorithm uses random sampling to calculate the 

results. The Monte Carlo methods are generally used for the 

simulation of physical, mathematical, and economic systems 

and one of the most used simulation algorithms [31]. On the 

other hand, the Monte Carlo is a class of computational 

algorithms that rely on iterative random sampling to calculate 

the results. Thus, a set of random points 𝐺 =  {𝑔1, 𝑔2, … . , 𝑔𝑜} 

is selected from the main dataset. Then, these points are 

allocated to the closest cluster centres. After the allocation of 

the points to the closest cluster centres, created by the PSO 

algorithm, the value of 𝐷𝐵𝑙  was calculated for this new 

configuration using (16). This execution process was repeated 

for as the number of time the Monte Carlo simulation was 

repeated (μ). Then, the mean value of the index in each iteration 

was calculated and considered as the objective function (17). 

Figure 4 presents the schematic of the stages of objective 

function calculation. 

 𝐷𝐵𝑙 =  
1

𝑁
 ∑ 𝐷𝑖𝑙    ∀𝑙 𝜖 {1, ⋯ , 𝜇}𝑁

𝑖=1  (16) 

 𝐷𝐵̅̅ ̅̅ =
∑ 𝐷𝐵𝑙

𝜇
𝑙=1

𝜇
 (17) 
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Fig. 4.  Calculation mechanism of fitness function with Monte Carlo simulation.

The PSO stages are as follows (Fig. 3): 

1. Seeding particles with an initial value (cluster 

centres from CSSUB outputs); 

2. Calculating a fitness function based on Monte Carlo 

method (17); 

3. Investigating PSO termination criterion 

𝑖𝑡𝑒𝑟 ≥ 𝑖𝑡𝑒𝑟max  or 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑉𝑎𝑙𝑢𝑒 (𝐷𝐵̅̅ ̅̅ ) ≤ 𝐷𝐵𝑚 

algorithm terminates if the criterion is fulfilled; 

otherwise, it returns to Step 4; 

4. Recording the best position for each particle (𝑝𝑖 ) 

and the best position between all particles (𝑝𝑡
𝑔

); 

5. Updating velocity vector of all particles using (13); 

6. Moving particles to new position using (15) and 

returning to Step 3. 
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C. SUBHSO Algorithm 

In the proposed hybrid method, the initial solutions (cluster 

centres) generated by CSSUS are calculated using the 

optimized PSO algorithm whose objective function is 

calculated from the simulation of random data selected by 

Monte Carlo method. To increase the chance of selecting an 

attribute set with the highest fitness value without concentrating 

on a specific attribute combination, the hyper form of this 

structure was used. Figure 5 shows the SUBHSO steps. 

Steps of the new algorithm are defined as follows: 

1. Some subspaces are selected from the initial 

databases; 

2. For each selected subspace set, CSSUB is executed; 

3. PSO-Monte Carlo algorithm (simulation-

optimization) is used to improve cluster centres 

until the termination conditions are fulfilled. 

Among all solutions from each hyper calculation of the 

algorithm, the best one is selected and considered as the best 

cluster of the whole dataset (At this stage, the EMM predicts 

the power demand based on the maximum similarity of daily 

data with cluster centres). 

Database

CSSUB

PSO

Final Clustering

Mont-Carlo 

Simulation

Centers produced by 

clusters

Calculating  fitness value 

(DB)

Choose Best

Best Clustering

. . . 

CSSUB

PSO

Final Clustering

Mont-Carlo 

Simulation

Centers produced by 

clusters

Calculating  fitness value 

(DB)

CSSUB

PSO

Final Clustering

Mont-Carlo 

Simulation

Centers produced by 

clusters

Calculating  fitness value 

(DB)

. . . 

 

Fig. 5.  SUBHSO algorithm.

III. IRAN ELECTRICITY MARKET AND BIG DATA 

The electricity market is a place for trading electric power, 

like any other product, in a supply-and-demand system between 

the micro and macro sellers and purchasers. In contrast to the 

conventional electricity market structures, which unified the 

production, distribution and transfer sectors, these sectors act 

independently in the new structure. Meanwhile, the EMM is 

responsible for monitoring these interactions and pricing 

mechanism for the future periods. The EMM also predicts the 

electricity power price based on the predicted demand. As a 

result, electricity power demand prediction is the main variable 

for accurate prediction of its price. Since 2004, 24 parameters 

have been generated and recorded every minute or hour in the 

electricity market database. The data of IEM were extracted 
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from website [32], a database that had been developed by Iran 

Grid Management Company to control the electricity market in 

Iran. According to Fig. 6, these parameters are generated and 

recorded at a high rate. Considering the big data, including 

high-volume of records (more than 8-million records occupying 

4 500 GB) and high-volume of attributes (more than 10 

parameters), the dataset dimension is generally greater than 

8000000 × 24. As a result, the dimension reduction methods 

should be used for data clustering. 

IV. DATA CLUSTERING WITH THE PROPOSED ALGORITHM 

In this study, five iterations were considered for SUBHSO 

execution (r = 5). Table I represents the CSSUB parameters 

based on the study by Zhu et al. [22]. Table II presents the PSO 

parameters based on the studies by Amjady et al. [29]. Table III 

shows the Monte Carlo parameters based on the study by Chen 

et al. [26]. Results from the proposed algorithm based clustering 

of 1500 historical data of the electricity market are presented in 

Figs. 7–10. 

IEMIEM

IEM Data 

Base

P1t : Cost received for using network energy

P2t : Purchasers  share of transfer service cost (Iranian rial)

P3t : Mean electricity consumption peak

P4t :Air temperature 

P5t : Total electricity interactions 

P6t : Cost of using network equipment

P7t :Mean electricity consumption peak over the last-year

P8t : Overseas interaction cost

P9t : Total electricity export

P10t :Energy supply cost of purchasers in market

P11t : Purchasers  share of using additional services (Iranian rial)

P12t :Preparation ratio

P13t : Total electricity import

P14t : Late payments to power plants

P15t : Productivity factor based on Plant type

P16t : Additional service rates

P17t : Sales offer steps

P18t : Correction factor of consumers

P19t : Power plant productivity factor

P20t : Mean thermal value

P21t :Readiness cost factor

P22t : Fine for non-cooperation

P23t :  Cost of non-cooperation

P24t :  The cost of purchasers (Rials) of reactive power consumption  

Private company 

under contract

Power transmission 

section

Tavanir Co. (owner 

of BOO and BOT 

power plants)

Government-owned 

power companies

Power distribution 

section

Great electricity 

subscribers

Private Power 

Generation 

Companies

Ordinary consumers 

of electricity

Power supply

Financial position

Extra service

Transit services

Transmission services

Grow the volume of stored data from 

different parameters

Total volume of stored data

 

Fig. 6.  Electricity market structure and its dataset dimension. 

TABLE I 

CSSUB PARAMETERS 

Value Parameter 

4 u 

100 v 

2 w 

15 k 

4 n 

 

TABLE II 

PSO PARAMETERS 

Value Parameter 

60 Swarm size 

0.9 Initial weight w1 

0.4 Final weight w2 

2, 2 ϕ1, ϕ2 

1000 𝑖𝑡𝑒𝑟max 

800 𝐷𝐵𝑚 

https://www.igmc.ir/
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TABLE III 

MONTE CARLO SIMULATION PARAMETERS 

Value Description Parameter Value Description Parameter 

[100, 150] Preparation ratio DP12 1000 Number of simulation iterations µ 

[10, 2000] Total electricity import, MW DP13 100 Simulation size o 

[1500, 2500] 
Late payments to power plants, 

days 
DP14 [2500, 5600] 

Cost received for using network energy, Iranian 

Rial 
DP1 

[0.3, 1] 
Productivity factor based on Plant 
type 

DP15 [20000, 40000] 
Purchasers’ share of transfer service cost, 
Iranian Rial  

DP2 

[2000, 6000] Additional service rates DP16 [25000, 40000] Mean electricity consumption peak, MW DP3 

[7000, 22000] Sales offer steps, Iranian Rial DP17 [−15, 42] Air temperature, °C DP4 

[0.3, 0.9] Correction factor of consumers DP18 [100, 3000] Total electricity interactions, MW DP5 

[0.3, 0.98] Power plant productivity factor DP19 [2500, 4000] Cost of using network equipment, Iranian Rial DP6 

[20000, 40000] Mean thermal value, Iranian Rial DP20 [25000, 45000] 
Mean electricity consumption peak over the last-
year, MW 

DP7 

[0.3, 1] Readiness cost factor, Iranian Rial DP21 [3000, 40000] Overseas interaction cost, Iranian Rial DP8 

[100, 500] 
Fine for non-cooperation, Iranian 
Rial 

DP22 [100, 2000] Total electricity export, MW DP9 

[2000, 4500] 
Cost of non-cooperation, Iranian 

Rial 
DP23 [150000, 200000] 

Energy supply cost of purchasers in market, 

Iranian Rial 
DP10 

[1500, 4000] 
The cost of purchasers of reactive 

power consumption, Iranian Rial   
DP24 [20000, 40000] 

Purchasers’ share of using additional services, 

Iranian Rial 
DP11 

Fig. 7. Primary clustering by k-means algorithm. 



Applied Computer Systems 

________________________________________________________________________________________________ 2019/24 

56 

 

 

Fig. 8. Sharing sub-space and re-calculating cluster centres. 

 

Fig. 9. Optimization of cluster centres by implementing SO algorithm.

V. COMPARISON OF THE PROPOSED ALGORITHM WITH 

PREDECESSORS IN TERMS OF EXECUTION  

In this section, the fitness function of the proposed algorithm 

was compared with the latest subspace search methods for 

different points of the overall dataset. The results are presented 

in Table IV. 

TABLE IV 

COMPARISON OF EXECUTION ACCURACY (𝐷𝐵)̅̅ ̅̅ ̅̅  

Model Number 
of points SUBHSO CSSUB ESSC P3C PROCLUS LAC 

860 892 890 920 1290 1350 500 

1235 1456 1459 1530 1580 1650 1500 

1360 1789 1792 1896 1920 2104 2500 

1667 1857 1870 1893 1900 1950 3500 

1690 1980 2355 2450 2800 3100 4500 

1705 2264 2349 2380 2456 2560 5500 

1419.5 1706.33 1785.83 1844.83 1991 2119 Average 

Results show that the fitness function of the proposed 

algorithm improved by 286.83 as compared to the best 

algorithm available. This improvement was due to the 

combination of different attributes with hyper use of the 

algorithm and optimization of cluster centres from the 

execution of simulation-optimization algorithm on the 

coordinates of the cluster centres. Figure 11 shows a greater 

improvement of the proposed algorithm relative to its 

predecessor with increasing the number of points. As a result, 

the distance between lines increases. This is because the 

likelihood of losing deleted data in the proposed algorithm 

reduces through the optimization of cluster centres and 

combination of more attributes. 

To compare the ratio of normal changes of algorithm 

execution time to normalized value of the fitness function, 

variable S was defined as  𝑆 = 𝑅𝑢𝑛𝑡𝑖𝑚𝑒 ´ · 𝐷𝐵̅̅ ̅̅  ´   when 

 𝑅𝑢𝑛𝑡𝑖𝑚𝑒 ´ and 𝐷𝐵̅̅ ̅̅  ´  are normalized. The lower value of this 

variable is more desirable. Figure 12 shows changes of S with 

increasing the number of points. Accordingly, the proposed 

algorithm performs better than its predecessor in dealing with 

datasets of higher dimensions. 
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Fig. 10. Graph of optimization of the fitting function values in different branches of the hyper algorithm. 

 

Fig. 11. Comparison of mean fitness function for different number of points. 
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Fig. 12. Changes of variable S with increasing point number. 

VI. VALIDATION OF THE PROPOSED ALGORITHM 

Student’s t-test is a method of testing the difference, if any, 

between the mean of a sample and the mean of a population 

when the standard deviation of the population is unknown [29]. 

To use this test, the investigated variable should be expressed 

by the distance scale and distributed normally. Equations (18) 

and (19) show the distribution, mean values, and standard 

deviation of both populations under investigation. One of them 

is the mean fitness function of the proposed algorithm (X) and 

the other is the mean fitness function of existing algorithm (Y). 

Equation (20) is the test conditions, (21) is the test statistic 

value, and (22) is the confidence interval of 1−α % for the 

difference between the mean values of samples and fitness 

function value of the proposed algorithm and its predecessors. 

 𝐷𝐵𝑋1 , 𝐷𝐵𝑋2, … , 𝐷𝐵𝑋𝑛       ~  𝑁(𝜇𝐷𝐵𝑋 ·  𝜎2
𝐷𝐵𝑋 ) (18) 

 𝐷𝐵𝑌1, 𝐷𝐵𝑌2 , … , 𝐷𝐵𝑌𝑛       ~  𝑁(𝜇𝐷𝐵𝑌 ·  𝜎2
𝐷𝐵𝑌 ) (19) 

 𝐻0 ∶ 𝜇𝐷𝐵𝑋 ≤ 𝜇𝐷𝐵𝑌
 (20) 

 𝐻1 ∶ 𝜇𝐷𝐵𝑋 ≥ 𝜇𝐷𝐵𝑌  

 

𝑋̅−𝑌̅−(𝜇𝑥−𝜇𝑦)

 √
𝑆𝑥

2

𝑛𝑥
+

𝑆𝑦
2

𝑛𝑦

  ~𝑡́ ~𝑡𝑣     𝑣 = 𝑛𝑥 + 𝑛𝑦 − 2
 (21) 

 𝑋̅ − 𝑌̅  ±  𝑡
 
𝛼

2
 𝑣

 √
𝑆𝑥

2

𝑛𝑥
+

𝑆𝑦
2

𝑛𝑦

 (22) 

Results from Table V confirm the hypothesized improvement 

of the mean fitness function of the proposed algorithm relative 

to its predecessors. 

TABLE V 

RESULTS FROM STATISTICAL HYPOTHESIS TESTING FOR COMPARISON OF 

MEAN VALUE OF OBJECTIVE FUNCTION OF THE PROPOSED ALGORITHM AND 

ITS PREDECESSORS 

Accepted 

condition 
𝑡𝑣 

vtAccepted area for  

(α = 0.05) 

= 15)  yn, xn( 

Available 

methods 

New 

method 

𝜇𝐷𝐵𝑋 ≤ 𝜇𝐷𝐵𝑌  

1.980 

(−∞. 𝑡 
𝛼

2
 𝑣] = 

(−∞ = 2.0484] 

PROCLUS 

S
U

B
H

S
O

 

1.431 LAC 

1.076 P3C 

1.988 FSC 

2.001 CSSUB 

1.567 ESSC 

VII. CONCLUSION AND RECOMMENDATIONS 

The conventional data mining methods are not suitable for 

big data clustering. As a result, a research set, entitled 

dimension reduction methods, has been developed. The 

subspace research method is a dimension reduction technique. 

In these methods, the concentration is on the calculation of 

subspaces of data, which avoids computational complications 

without affecting the clustering accuracy. This article has 

proposed a new algorithm, SUBHSO, in which the cluster 

centres generated by CCSUB are changed and optimized in a 

simulation-optimization loop and the Davies–Bouldin index, 

regarded as the fitness function in this study, has been 
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calculated at each stage. Comparison of the fitness function of 

the proposed algorithm with that of its predecessors for 

different dataset points suggests the improvement of clustering, 

which enhances with an increase in  the dataset points. This 

article has used high-volume of data of the electricity market, 

including high-volume of attributes and stored data, to help the 

EMM predict the demand based on the existing parameters and 

clustering results. In order to advance the subject of this paper, 

we suggest the following: 

1. It is suggested that the variables be broken up into 

components before entering the analysis mechanism 

by signal analysis methods such as the wavelet. 

2. It is suggested using methods such as PCA to decrease 

the dimensions of input data to CSSUB. 

3. It is suggested using more advanced algorithms such 

as the parallel k-means algorithm for clustering.  

4. It is suggested using the roulette cycle mechanism to 

select better subsets in CSSUB. 
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